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Particle accelerators are ubiquitous in science and society and their use is still growing

globally. Beam physics, the physics underlying accelerator science, is focusing in part on

studies and applications where intense charged particle beams become essential. The high-

intensity may cause new collective instabilities and phenomena which are difficult to be

modeled by conventional means. New numerical methods must be developed to efficiently

and reliably model, simulate and optimize such high currents. The University of Maryland

Electron Ring (UMER) and the Fermilab Integrable Optics Test Accelerator (IOTA) are

dedicated test rings to study the high intensity regimes.

A 3-D symplectic tracking code, PHAD, was recently developed, which implements the

adaptive Fast Multipole Method (FMM) in the differential algebraic (DA) framework to

compute accurately and efficiently the self-induced Coulomb forces, and the beam dynamics

under the combined external and internal forces. However, beam-environment interactions

are missing. To add the beam-wall interactions, a new theory and numerical methods are

needed. Previously, the beam-wall interactions were approximated using simplistic geome-

tries that often gave unrealistic results.



To this end, we develop the Poisson Integral Solver with Curved Surfaces (PISCS) method

and implement it in the general purpose nonlinear dynamics code COSY Infinity. PISCS

uses the fast multipole accelerated boundary element method in the differential algebraic

framework. PISCS efficiently represents the beam-wall interaction in arbitrary structures.

We implement a strategy that can include the beam-wall interaction in other space charge

tracking codes too. This work presents and benchmarks PISCS with complicated geometries

and includes analyses of space charge and the beam-wall interactions using the extracted

transfer maps.



NORTHERN ILLINOIS UNIVERSITY
DE KALB, ILLINOIS

MAY 2018

INTENSE BEAM DYNAMICS IN ARBITRARY STRUCTURES

BY

ANTHONY GEE
c© 2018 Anthony Gee

A DISSERTATION SUBMITTED TO THE GRADUATE SCHOOL

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS

FOR THE DEGREE

DOCTOR OF PHILOSOPHY

DEPARTMENT OF PHYSICS

Dissertation Director:
Bela Erdelyi



ProQuest Number:

All rights reserved

INFORMATION TO ALL USERS
The quality of this reproduction is dependent upon the quality of the copy submitted.

In the unlikely event that  the author did not send a complete manuscript
and  there  are missing pages, these will be noted. Also, if material had  to be removed,

a note will indicate the deletion.

ProQuest

Published  by ProQuest LLC (  ). Copyright of the Dissertation is held  by the Author.

All rights reserved.
This work is protected against unauthorized copying under  Title 17, United  States Code

Microform Edition © ProQuest LLC.

ProQuest LLC.
789 East Eisenhower Parkway

P.O. Box 1346
Ann Arbor,  MI 48106 - 1346

10787708

10787708

2018



ACKNOWLEDGEMENTS

Without all the support over the years, I would never have reached this point. First and

foremost, I thank my dissertation advisor, Dr. Bela Erdelyi, for his counsel, his guidance,

and his endless patience. Without him offering me this opportunity, none of this would be

possible. I thank my family: my parents, Joseph and Lucia, and my brother, Alex for always

believing in me no matter what. I thank my friends and colleagues for providing a hand when

I needed it the most. I particularly want to thank the members of my research group, Edward

Nissen, Sumana Abeyratne, and Andrei Patapenka for laying the foundation. I especially

thank Alex Halavanau for his insightful advice and reminding me what is important during

our long work nights in NICADD.



DEDICATION

I dedicate this work to my family. I finally made it.



TABLE OF CONTENTS

Page

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

List of Figures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

List of Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii

Chapter

1 Beam physics at the Intensity Frontier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 High-intensity projects and computational challenges . . . . . . . . . . . . . . . . . . . . . 5

2.1 Fermilab’s High-intensity Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 UMER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Computational challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.4 Modeling space charge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.5 The beam-wall interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 Maps and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.1 Equations of motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2 Maps and DA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.3 Normal form analysis on phase space . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4 Fast Multipole Acceleration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.1 Fast Multipole Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.2 FMM operators. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.3 FMM algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.4 Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35



v

Chapter Page

4.5 FMM and GMRES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.6 Rotated multipole to local operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5 Boundary Integral Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5.1 Finite element models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5.2 FEM versus BEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.3 Boundary integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.4 Regularization of the BIE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.5 Direct versus indirect BIE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.6 Existence, uniqueness, and conditioning . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.7 Discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

6 High order discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6.1 Interpolation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

6.2 Limits of flat panels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

6.3 Analytical derivations of parametric elements . . . . . . . . . . . . . . . . . . . . . . 59

6.4 Higher-order interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

6.5 General quadrature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.6 Performance of the interpolation and quadrature . . . . . . . . . . . . . . . . . . . . 77

7 Poisson Integral Solver with Curved Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . 83

7.1 PISCS Input. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

7.2 Computing the nodes and weights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

7.3 Implementation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

7.3.1 Near boundary evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

7.3.2 Redundant collocations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

7.3.3 Parallelization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94



vi

Chapter Page

7.4 Combining space charge and the beam-wall interaction. . . . . . . . . . . . . . . . 95

7.4.1 PHAD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

8 Results and analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

8.1 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

8.2 Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

8.3 Self- and image charge forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

9 Summary and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181



LIST OF TABLES

Table Page

4.1 Long Beam and System Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.2 PIC Simulation Conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

5.1 Condition Number vs. Matrix Size n for Perfectly Conducting Sphere . . . . . 53

6.1 Spherical Triangle Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.2 Percent Errors On Spherical Triangle . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

6.3 L∞-error for (6.10) using Nyström method and trapezoidal (T) or Gaussian-
Legendre (GL) quadrature. n is number of terms in the quadrature. GL
quadrature performs significantly better. . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.4 Triangular Surface Vertices For Each Interpolation Test Function. . . . . . . . 77

7.1 Space-charge Dominated Beam Parameters . . . . . . . . . . . . . . . . . . . . . . . . 99

7.2 Imaging Triplet System Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

7.3 FODO Cell System Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

8.1 Beam Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

8.2 Sextupole Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

8.3 Average Momenta and Final Emittance after Sextupole. . . . . . . . . . . . . . . 147

8.4 Beam Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

8.5 FODO Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148



LIST OF FIGURES

Figure Page

2.1 Overview of average beam current vs. energy accelerator landscape [1]. The
product gives the on-target power with orders of magnitude indicated by the
dashed lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Overview of the DUNE setup [2]. Fermilab will provide a neutrino beam
from the LBNF into a near-source detector at LBNF and the main DUNE
detector at SURF.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.3 Schematic of the FAST beamline, connected to IOTA [3]. The beamline
provides either 150 MeV electrons or 2.5 MeV protons.. . . . . . . . . . . . . . . . 8

2.4 Schematic of the IOTA ring [3]. The total length is 40 m with 2 sections for
testing the nonlinear magnets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.5 Overview of UMER layout [4]. UMER has a circumference of 11.52 m,
comprised of either 36 FODO periods (shown) or 18 FODO periods [5]. The
ring is injected with space-charge dominated, 10 keV electron beams. A
planned extraction line on the right is shown. . . . . . . . . . . . . . . . . . . . . . . 10

3.1 COSY 3rd-order 2-D representation of a FODO cell. The columns contain
the Taylor coefficients for the expansions of xf , af , yf , bf and the exponent
in each DA variable. The DA variables represent the initial positions and
angles, xi, ai, yi, bi. For example, aC(3,0,··· ,0) = (a|x3) is the element in row 5,
column 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.2 Phase space ellipse defined by Twiss parameters, α, β, γ, and emittance ε [6].
The horizontal axis is position and vertical is momentum. . . . . . . . . . . . . . 26

4.1 A snapshot of the FMM algorithm [7]. The multipole expansion is computed
by MEXP, translated up a level using M2M, and moved near the target using
M2L. The local expansion is translated down a level if necessary using L2L
and evaluated at the target using L2P. The nearby sources are evaluated
directly using P2P. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33



ix

Figure Page

4.2 Depiction of FMM tree data structure using N = 20, q = 10, where sources
and targets are the same. (a) shows the C-forest with 4 C-trees and (b)
shows the D-tree. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.3 Comparison of radial spread from smoothed FMM, MoM, PIC, and analyt-
ical solutions. The FMM is tested using N = 22k, 100k. (a) shows with
equal smoothing and (b) shows with separate smoothing. (c) shows the
FMM runtime is O(N). λ had minimal impact on runtime. . . . . . . . . . . . . 38

4.4 Normed relative difference in potential and E between 3DM2L and rotated
M2L operators vs. FMM order using N = 100 particles. . . . . . . . . . . . . . . 42

5.1 Depiction of half the sphere Γε with radius ε = ‖x− y‖ around singular
point i = x and y ∈ Γε [8]. To find the principal value, we can integrate the
sphere separately in the limit of ε→ 0. . . . . . . . . . . . . . . . . . . . . . . . . . . 49

6.1 Unit triangle for (u, v)-parametrization. The three vertices are shown in (a)
as red dots with local coordinates indicated. The ordering of nodes for e = 4
is shown in (b), bottom left to top vertex. . . . . . . . . . . . . . . . . . . . . . . . . 56

6.2 A sphere discretized with flat elements. Visually, the discretized sphere
approaches the actual sphere. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

6.3 The percent error in area from discretizing a sphere R = 0.1 and cylinder
R = 0.1, L = 0.1 using flat panels. The error appears to converge to 10−3. . 59

6.4 Comparison of parametric patches on the spherical triangle (green) given by
Table 6.1 [9]. In Figure 6.4a, the quadratic patch (blue) deviates slightly in
the center. In Figure 6.4b, the patch using a nonic polynomial (blue) vs. its
truncated cubic (red) deviate significantly in this case. . . . . . . . . . . . . . . . 66

6.5 Standard deviation in the difference of (6.5a) the centroid and (6.5b) the
unit normal [9]. The error bound for the quadratic patch quickly shrinks
until M ∼ 5000. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6.6 Percent error in the area vs. number of elements for the flat panel, quadratic,
and truncated cubic parametrization [9]. The truncated cubic gives essen-
tially the same error as the flat panel discretization. . . . . . . . . . . . . . . . . . 67

6.7 Runtime comparison between the different methods [9]. Overall, quadratic
and cubic are similar due to the integration step. . . . . . . . . . . . . . . . . . . . 68



x

Figure Page

6.8 Comparison of basic Vandermonde interpolation (left) and the NVF inter-
polation (right) using the maximum difference on a triangular grid on a
spherical triangle, R = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6.9 Comparison of basic Vandermonde interpolation (left) and the NVF inter-
polation (right) using the maximum difference on a triangular grid on a
polynomial surface, z(x, y) = −x4y3 − x2 + xy + y. . . . . . . . . . . . . . . . . . . 79

6.10 Comparison of basic Vandermonde interpolation (left) and the NVF inter-
polation (right) using the maximum difference on a triangular grid on a
trignometric surface, z(x, y) = cos x3 sin y2. . . . . . . . . . . . . . . . . . . . . . . . 80

6.11 Comparison of the quadrature with mapped symmetric Chebyshev roots
and Gaussian-Legendre quadrature. Integral is transformed from the unit
triangle to the unit square. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

7.1 The flowchart of PISCS. There are four major blocks based on runtime: Ini-
tialization and element setup, computation of the modified boundary condi-
tions, solving the linear system to match the BCs, and evaluating the density.
Finally, the output potentials and fields are summed and written to files with
negligible runtime. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

7.2 PISCS input file format. Each parameter is on a separate line. Optional
parameters can be left blank. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

7.3 Format for structure file. First line is the number of elements. . . . . . . . . . . 86

7.4 Difference in potential for a PEC sphere. While the interior shows small
difference, we see significant differences near the surface (black line). These
differences shrink somewhat as element order increases. . . . . . . . . . . . . . . . 90

7.5 Difference in fields for an ideal long quadrupole. The actual surface used is
a cylinder (solid black line). Some of the equipotentials (dashed black line)
are shown for reference. An accurate region is evident where the norm of the
difference is small and expands as element order increases. . . . . . . . . . . . . . 90

7.6 Schematic of QBKIX [10]. Panel L on Γ is discretized with Gauss-Legendre
nodes. c = x− δn is chosen away from boundary and an equivalent density
is matched on ∂Bc

R for evaluation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

7.7 Error of each stage in QBKIX near Γ [10]. (a) shows the regular quadrature,
(b) shows after splitting the particular panel L to refine the quadrature, and
(c) shows after evaluating the matched density from ∂Bc

R . . . . . . . . . . . . . 93



xi

Figure Page

7.8 Imaging triplet rays without space charge. Focal point is at z = 1.4 m [11]. . 101

7.9 Behavior of (x|a) and (y|b) vs. current in the imaging triplet, as calculated
by the moment method and the fast multipole method [11]. . . . . . . . . . . . . 101

7.10 Behavior of (x|x3) and (y|y3) vs. current in the imaging triplet, as calculated
by the moment method and the fast multipole method [11]. . . . . . . . . . . . . 102

7.11 Imaging triplet rays w/ current = 1.5 A [11]. The focal point has shifted to
z = 1.43 m in X-Z and to z = 1.44 m in Y -Z. . . . . . . . . . . . . . . . . . . . . . . 102

7.12 Behavior of quad gradients vs. current in the imaging triplet after fitting
for imaging, as calculated by the moment method and the fast multipole
method [11]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

7.13 Behavior of (x|a) and (y|b) vs. current in the imaging triplet after fitting, as
calculated by the moment method and the fast multipole method [11].. . . . . 104

7.14 Behavior of the geometric aberrations (x|x3) and (y|y3) vs. current in the
imaging triplet after fitting, as calculated by the moment method and the
fast multipole method [11].. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

7.15 Imaging Triplet rays w/ current = 1.5 A after fitting the quads for imaging
[11]. The focal points are at z = 1.37 m in X and z = 1.35 m in Y . . . . . . . . 105

7.16 Tune shift due to space charge from tune = 0.1362 vs. current in the FODO
lattice, as calculated by the moment method and the fast multipole method
[11]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

7.17 Behavior of the quad gradients vs. current in the FODO lattice after fit-
ting to the desired tune, as calculated by the moment method and the fast
multipole method [11]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

8.1 CAD and mesh of PEC sphere with R = 10 m. Mesh has 128 elements at
e = 6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

8.2 Runtime versus number of elements at various element orders. The runtime
is particularly large for e = 2 − 7,M = 32, e = 2, 4, 5,M = 128, and
e = 2,M = 512, 2048. In all these cases, runtime for BCCALC is large due
to using the unrotated M2L operator with many translations corresponding
to the selected q. The bottom plot shows the parallelization with respect to
number of processes. The reduced efficiency at high M is due to the setup
of the high-order elements, where the interpolation is not parallelized. . . . . 113



xii

Figure Page

8.3 Runtime breakdown for large M . BCCALC dominates the runtime for small
M and is the major cause of the outliers in figure 8.2 for order 2. . . . . . . . . 114

8.4 Runtime versus number of particles for element order 2 with increasing num-
ber of MPI processes on a computing cluster (up to 4 MPI processes shown).
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

8.5 Number of iterations in GMRES versus M and e for M = 2048. The number
of iterations stays mostly constant despite the increase in M and e, i.e.
system matrix size. The prescribed tolerance is 10−3.5. . . . . . . . . . . . . . . . 116

8.6 PEC sphere with R = 0.1 m, V = 0.1 V (a) without charge and (b) with
∼ 1000 charges, q

ε0
= −1 based on (8.1) in the XY -plane. Position is given

in meters. The spherical surface is indicated by the circle. The units are
chosen so that the effects are visible with modest N . . . . . . . . . . . . . . . . . . 117

8.7 Potential [V] in XY -plane from PISCS for the PEC sphere with ∼ 1000
electrons and q

ε0
= −1. Position is given in meters. For these results, we use

our NVF interpolation. The spherical surface is indicated by the circle. . . . 119

8.8 Percent error for potential at the electrons with M = 80 (top), M = 1280
(bottom). e = 2, 3 show improved average error compared to constant ele-
ment order with the higher gain at M = 80. . . . . . . . . . . . . . . . . . . . . . . . 120

8.9 An example configuration for a Hall axial probe inside a quadrupole magnet. 121

8.10 CAD and mesh of cylinder with R = 0.165, L = 1. Mesh has 224 elements
at e = 10. Multipole boundary conditions are placed on the surface. . . . . . . 121

8.11 Expected scalar potential and field of of magnetic (a) quad and (b) octupole
without charges. Position is given in meters. . . . . . . . . . . . . . . . . . . . . . . 123

8.12 Potential [T·m] and field [T] in XY -plane from PISCS for the defocusing

quad with g = −100 T
m

. Position is given in meters. For these results, we
use PISCS and Vandermonde interpolation. The cylinder is indicated by the
solid circle and the equipotentials by the dashed curves. . . . . . . . . . . . . . . 124

8.13 Potential [T·m] and field [T] in XY -plane from PISCS for the magnetic

octupole with g = −1000 T
m3 , using PISCS and Vandermonde interpolation.

Position is given in meters. The cylinder is indicated by the solid circle and
the equipotentials by the dashed curves. . . . . . . . . . . . . . . . . . . . . . . . . . 125



xiii

Figure Page

8.14 Maximum difference between theory and PISCS for (a) quadrupole and (b)
octupole. There is a spike for e = 2, suggesting the approximation error is
high, but overall higher order elements improve the accuracy. . . . . . . . . . . 126

8.15 Average difference between theory and PISCS for (a) quadrupole and (b)
octupole. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

8.16 CAD of (a) IOTA sextupole magnet and (b) inner surface without coils.
Inner surface mesh example shown in (c) with M = 2080, e = 6. Current is
run through coils such that the pole tips produce the magnetic field. Inner
surface is used in PISCS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

8.17 Sextupole potential [T·m] (left) and field [T] (right) in XY -plane. Position
is given in meters. The pole tips are indicated by the solid curves. . . . . . . . 130

8.18 Potential [T·m] (left) and field [T] (right) for sextupole with no charges from
PISCS with Dirichlet conditions. Position is given in meters. Mesh is based
on inner surface in Figure 8.16. Boundary potential is nonzero only at the
pole tips. XY -plane is shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

8.19 Average difference between theory and PISCS for the sextupole magnet in
XY -plane. Potential (left) and By (right) shown. Overall, the difference is
shrinking with element order. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

8.20 CAD and mesh of the elliptic cylinder with Rx = 0.0254, Ry = 0.02, L = 0.1
[m]. Mesh has 384 elements with e = 3. V = 0 V placed on surface. . . . . . . 133

8.21 ZY -plane of elliptic cylinder containing a beam, zero potential on the surface.
Position is given in meters. We use M = 384, e = 3 in PISCS with Dirichlet
conditions. Potential [V] (left) and field [V/m] (right) is shown. The surface
is shown by the solid lines. This depicts the beam frame, where the charges
are essentially static. We can see the field and potential mostly due to the
beam die out rapidly away from the charges. . . . . . . . . . . . . . . . . . . . . . . 134

8.22 Single emission tip on substrate, CAD (left) and example mesh with e = 4
(right). The enclosing walls are not shown. The mesh had M = 8158, e = 4.
Nanoemitter is 2.13 nm tall and ≤ 0.205 nm wide. The tip is spherical with
R = 0.065 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135



xiv

Figure Page

8.23 ZY -plane of the nanoemitter without and with electrons. Potential [V] (left)
and field [V/m] (right) is shown. The field is strongly modified due to the
geometry at the emitter tip, though the direction and strength is off due to
the near boundary instability in the BEM. We see the presence of electrons
strongly affects the situation at the nanoscale. The emitter tip is indicated
by the solid curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

8.24 Absolute value of EY (left), EZ (right) [V/m] of the nanoemitter without and
with electrons, starting just past the emitter tip and scanned along the Z-axis
[nm]. The transverse fields persist without charge, though relatively small.
Without charges, EZ rapidly approaches the parallel plate field, indicating
the range of the emitter field. With charge, the transverse fields become
significant, which suggests emittance growth due to space charge. . . . . . . . 138

8.25 Comparison of tracking a 100 keV electron beam, N = 1000, using COSY
and PISCS with an IOTA sextupole. XY (top), XA (bottom left), and
Y B (bottom right) shown. Positions are given in centimeters and a, b in
radians. No space charge included and beam-wall interaction is negligible.
The differences stem from the linear approximation and BEM error using
e = 3,M = 520. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

8.26 Comparison of the space charge kick from method of moments and the fast
multipole method. Positions are given in centimeters and a, b in radians.
Comparing to COSY, the final distribution retains its shape. The beam
envelope is larger due to the space charge. The FMM is also slightly stronger
than the MoM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

8.27 Distribution after sextupole with space charge and beam-wall. Positions are
given in centimeters and a, b in radians. The shape is no longer retained due
to the beam-wall interaction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

8.28 Initial position of the beam relative to the sextupole. The beam has initially
zero emittance, is uniformly distributed, and centered on the Y -axis. . . . . . 145

8.29 7 TeV proton beam phase space after the sextupole. The initial beam center
is at X = 0, Y = 1.5 cm near the top pole tip at X = 0, Y = 2.5 cm. Initial
beam has zero emittance and radius of 0.05 cm. Final beam with only the
sextupole (COSY) and with space charge (SC-FMM) are almost the same
as initial. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

8.30 Initial and final beam with N = 20000 after the periodic FODO cell using
calculation order 8. No collective effects are included. Position is given in
millimeters and a, b in radians. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149



xv

Figure Page

8.31 Electron beam withN = 20000 including collective effects at 0.3 A. MoM and
FMM only include space charge and FMM+PISCS indicates space charge
plus beam-wall. This is at the maximum current before losing linear stability.
Position is given in millimeters and a, b in radians. . . . . . . . . . . . . . . . . . . 150

8.32 Beam with N = 20000 at I = 10 A with collective effects. The beam is
clearly divergent and unstable in both planes. The slight difference suggests
space charge is the main destabilizing cause. Position is given in millimeters
and a, b in radians. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

8.33 Final emittances [m·rad] εx (left) and εy (right) versus current. The beam-
wall interaction adds a slight amount, but in all cases, the emittance grows
up to an order of magnitude once in the unstable region due to collective
effects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

8.34 Symplecticity of the periodic FODO cell. The map is symplectic to machine
precision without collective effects. With collective effects, the map shows
increasing symplectic error with current. The error scale suggests remnant
approximation error from the moment method. The beam-wall decreases the
error for small current, but it is likely an artifact. . . . . . . . . . . . . . . . . . . . 153

8.35 Trace of transfer matrix in the XA-plane (left) and Y B-plane (right). The
FODO starts within the stable region. We see the stability is lost due to
mainly space charge. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

8.36 Spherical aberration versus current [A] from (x|x3), (y|y3) [1/m2] in the trans-
fer map. Contribution is mostly from space charge. . . . . . . . . . . . . . . . . . . 154

8.37 Fractional tune shift versus current [A] in the linearly stable region. The
space charge begin depressing the tune around I = 0.005 A, reaching a
maximum shift of 0.02 in x and 0.018 in y before stability is lost. . . . . . . . . 155

8.38 Dominant 3rd (left) and 4th (right) order resonances versus current [A] in
the FODO cell. 3rd order shows the space charge and SC plus beam-wall
behavior is comparable. 4th order shows a weak resonance without collective
effects and large jump due to collective effects. . . . . . . . . . . . . . . . . . . . . . 156

8.39 Dominant 5th (left) and 6th (right) order resonances versus current [A] in
the FODO cell. Similarly, there is a large jump for the 6th order resonance
due to collective effects. The 5th order resonance is comparable between
collective effects until ∼ 0.5A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156



xvi

8.40 Dominant 7th (left) and 8th (right) order resonances versus current [A] in
the FODO cell. The dominant 7th order resonance varies significantly with
the beam-wall interaction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156



LIST OF APPENDICES

Appendix Page

A Derivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

A.1 Regularization of boundary integral equations . . . . . . . . . . . . . . . . . . . . . . 182

A.2 Smoothed FMM operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

B Numerical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

B.1 Singular value decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

B.2 Runge-Kutta integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

B.3 Krylov solvers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191



CHAPTER 1

BEAM PHYSICS AT THE INTENSITY FRONTIER

The field of beam physics enters an exciting time. Since the early 1900s, accelerators

developed tremendously and the new technology led to marvels like the electron microscope

and the Large Hadron Collider (LHC). Now, accelerators contribute to our scientific and

societal needs [12], such as with proton therapy [13]. Some of the applications include

scientific discovery, food safety [14], energy production [15–17], and security [18, 19]. High-

intensity beams promise great potential for new scientific discoveries. Several accelerator

complexes exist around the world dedicated to different regimes of energy, current, and

brightness [20].

Society benefits from accelerators used in various industries and fields [21,22]. Globally,

food is safely sterilized using accelerators rather than chemicals. Food irradiation is one of

the most extensively researched processing technologies [14]. Hadron beams promise new

medical treatments in cancer therapy [23] and compact accelerators generate X-rays for

medical use [24]. Production of several modern electronics requires accelerators [15]. The

electron beam irradiation alters various material properties for industry [15,25]. Accelerator-

driven, subcritical thorium reactors promise safer generation of nuclear energy [16]. National

security demands new scanning and communication technologies using accelerators [18].

Several laboratories, such as Fermilab [26], JLab [27], J-PARC [28], and ORNL [29], either

plan to construct, or are constructing, modern accelerator complexes for the new wave of

scientific discovery. The need for high intensity becomes prominent, driven by new demands

in many scientific fields [1, 2, 26]. The wide applications of beams led to the field of beam

physics, dedicated to studying the intricate beam dynamics and developing higher beam
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quality in accelerators of all sizes and types [30]. The applications require a wide spread of

beam parameters, such as energy, current, power, brightness, and others [6]. The goal in

beam physics is to optimize the beam control such that the beam quality reaches the desired

level [31].

Generally speaking, we accelerate, focus, manipulate, and bend the beam to achieve and

maintain the beam parameters. The acceleration increases the beam energy and the bend

keeps the beam trajectory along the desired path. In this work, we primarily concentrate on

transporting the beam. Acceleration cavities can be studied independently. By definition,

the beam is an ensemble of particles with nearby state vectors. Simply put, we transport a

contained bunch of particles for as long as possible and maintain a narrow band of param-

eters. To stably transport the beam, we must analyze the destabilizing factors and design

systems which minimize the causes of instability [32–34]. Beamlines are the resultant sys-

tems, comprised of many components designed to transport the beam and maintain beam

parameters within some tolerance.

We can classify beam dynamics into many aspects including single-particle dynamics,

multi-particle dynamics, and beam-wall interactions. Single-particle dynamics describe the

motion of particles due to external electromagnetic fields [6] without self-induced forces.

Various beamline components generate the external fields, e.g., dipole and quadrupole mag-

nets. The resulting Lorentz forces entail the classical equations of motion (EoM) [35], which

can be expressed in Hamiltonian form. The scientific community, including beam physicists,

developed many methods to solve the Hamiltonian system and associated Maxwell equa-

tions. Computationally, some examples include finite element methods [36], finite difference

methods [37], particle-in-cell (PIC) [38], and symplectic integrators [35, 39–42]. The model

consists of a reference particle and many beam particles with small deviations in position

and momenta. In principle, the study of the deviations gives the beam behavior including

the aberrations. Akin to optics, the stable trajectories follow different paths but stay within
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a beam envelope around the reference trajectory [43]. One approach solves the envelope

equation, which describes the beam motion using the time evolution of the maximum trans-

verse position [30]. The next aspect includes the self interactions, e.g., between particles

within a beam or between beams, and is a primary concern for intense beams. Maxwell’s

equations fully describe the self-induced fields.

Other approaches involve solving the Vlasov-Maxwell equation [44], which represents the

beam motion by its phase space density and includes the self-induced fields via Maxwell’s

equations [6], or considering a frozen charged distribution [45–47] where the overall beam

shape does not vary and at most the distribution scales in size. The difficulty lies in efficiently

and accurately modeling the beam’s motion when the self-induced forces vary as the particles

move. The prior stages assume the beam moves in free space, i.e., open boundary conditions.

The beam-wall interaction considers the feedback from the surroundings on the beam or

solving the equations of motion with time-dependent boundary conditions [48]. For many

cases, beamline design minimizes the beam-wall interaction to negligible levels. However,

the beam-wall interaction persists in all accelerators. High-intensity beams generate a strong

beam-wall interaction far from ideal conditions [49, 50].

We define intensity as the beam current. Due to charged particles producing self-fields,

the resultant effects limit the beam stability [30, 49]. This work focuses on two collective

effects, Coulomb repulsion and beam-wall interactions. As the current density increases,

Coulomb repulsion and the beam-wall interactions degrade the beam quality and limit the

achievable intensity [50]. Current computational models cannot suitably model such intense

beams [46, 51]. Accurate structural representation limits beam-wall modeling, particularly

when the model requires widely varying length scales, i.e., between the beam and enclosure.

We can model Coulomb repulsion using an overall smooth distribution, namely space charge

[52]. Space charge requires a large sample size to accurately model the self-fields. We can
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also model the Coulomb repulsion from the dynamics of N interacting bodies, of which the

complexity conventionally scales as O(N2).

To address these needs, this work describes a 3-D fast Poisson solver including arbitrary

structures for simulating space charge and beam-wall interactions in the static regime [53].

We implement several techniques to reliably represent high order meshes of complicated

structures. We focus on well-conditioned systems which drastically improves the convergence.

We use the differential algebraic framework to extend the capability of our solver. We show

how the solver is combined with the equations of motion to compute the space charge kick

plus beam-wall interaction. We also extract a transfer map including these collective effects

and examine some of the instabilities.

We summarize some high-intensity projects in Chapter 2 as possible areas to apply our

method. We also describe the computational challenges involved in high-intensity beam

simulations and highlight the advantage of our implementation in Chapter 2. We outline

transfer maps in the differential algebraic (DA) framework and the maps’ role in our analysis

in Chapter 3 to help clarify our results and analysis. We explain the N -body acceleration

using the Fast Multipole Method (FMM) in Chapter 4 to emphasize its advantage for intense

beams. To explain our method, we summarize the boundary integral theory and our high-

order BIE discretization in Chapters 5 and 6. We describe our implementation in Chapter 7

and two ways to include the beam-wall interaction in the beam dynamics. To measure the

performance, we show results with known analytical cases and some complicated structures

without general analytical solutions in Chapter 8. Finally, we demonstrate beam dynamics

including collective effects in some beamline elements in Chapter 8. We also analyze the

beam stability and some causes of beam loss in Chapter 8.



CHAPTER 2

HIGH-INTENSITY PROJECTS AND COMPUTATIONAL

CHALLENGES

The search for new physics beyond the Standard Model has several fronts, leading to

specially designed experiments around the world [20]. Since the 2014 P5 strategic report [54],

the USA focuses more on the Intensity Frontier to study neutrinos and rare processes in

particle and nuclear physics [55]. Figure 2.1 [1] shows the recent and planned accelerators

by average beam current and energy, where the slopes indicate on-target beam power.

Figure 2.1: Overview of average beam current vs. energy accelerator landscape [1]. The
product gives the on-target power with orders of magnitude indicated by the dashed lines.

Figure 2.1 includes accelerators for high-energy and high-intensity physics research (J-PARC,

PIP-II). The Intensity Frontier experiments search for extremely rare events to explain, for

instance, the matter-antimatter asymmetry in particle physics [56]. These require pushing
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the current limits of accelerator technology. With the confirmation of neutrino oscillations

[57, 58] and the Higgs boson [59, 60], the future studies need precise measurements within

reasonable time. Neutrino studies especially need intense beams. Neutrinos interact weakly

with matter, so feasible data collection requires intense neutrino beams [26]. The Deep

Underground Neutrino Experiment (DUNE) is an international mega-collaboration hosted

by the Sanford Underground Research Facility (SURF) in South Dakota, USA. DUNE will

study neutrinos to answer some of the big questions: The origin of the matter-antimatter

asymmetry and the stability of matter [61]. This chapter overviews the program at Fermilab

to provide sufficient neutrinos for DUNE. We summarize two dedicated research facilities

that study the dynamics and advanced transport of high-intensity beams. We also discuss

the computational challenges in simulating high-intensity beams.

2.1 Fermilab’s High-intensity Program

Figure 2.2: Overview of the DUNE setup [2]. Fermilab will provide a neutrino beam from
the LBNF into a near-source detector at LBNF and the main DUNE detector at SURF.

Fermilab plans to provide DUNE with high-intensity neutrino beams as shown in Figure

2.2 [2]. To do so, Fermilab requires intensity upgrades to their main accelerator complex.
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The upgrade project at Fermilab is called the Proton Improvement Plan (PIP) [62], with the

planned PIP-II shown on Figure 2.1 near 1 MW. In the near-term, PIP requires doubling

the beam power capabilities of the Fermilab Booster and Main Injector. PIP upgrades the

Fermilab accelerator complex to provide a 700 kW, 120 GeV proton beam for the Neutrinos

at the Main Injector (NuMI) beam and a 8 GeV Booster for low energy neutrino experiments.

Currently in design phase, the immediate goal of the second phase, PIP-II [63], is to upgrade

Fermilab’s facilities and achieve 1.2 MW using 120 GeV protons by, e.g., introducing a

continuous wave (CW) superconducting linear accelerator in the Booster. In the long run,

PIP will lead to establishing a high-intensity proton facility for multi-MW experiments (PIP-

III). PIP-II will also provide the needed beams to support existing experiments such as

g-2 and Mu2e [26]. Sources of beam instabilities rapidly grow with intensity, leading to

significant beam loss. The next generation of lattice designs will require compensating strong

collective effects, which include nonlinearities. To achieve the beam power goals of PIP,

Fermilab designed the Integrable Optics Test Accelerator to study intense beam transport

and established the Fermilab Accelerator Science and Technology facility to generate the

intense beams.

The Fermilab Accelerator Science and Technology (FAST) facility establishes a super-

conducting radiofrequency linear accelerator at Fermilab, in part to accomplish the goals of

PIP-III [64]. FAST is designed to inject either a 150 MeV electron beam or 2.5 MeV proton

beam into the Integrable Optics Test Accelerator (IOTA), an innovative ring for testing non-

linear integrable optics lattices based on present technology. Figure 2.3 shows the schematic

of the FAST beamline including IOTA [3].
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Figure 2.3: Schematic of the FAST beamline, connected to IOTA [3]. The beamline provides
either 150 MeV electrons or 2.5 MeV protons.

Beam instabilities such as beam halos or space charge tune shifts are naturally nonlinear

effects [50]. As the current density increases, these instabilities grow stronger and cause beam

loss, which limits the achievable beam intensity [65]. The Intensity Frontier experiments

require methods to suppress such effects. Integrable optics hold great promise to extend the

conventional intensity limit. A schematic of IOTA is shown in Figure 2.4 [3].

Figure 2.4: Schematic of the IOTA ring [3]. The total length is 40 m with 2 sections for
testing the nonlinear magnets.
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IOTA is designed for two main goals: space charge compensation [66] and proof-of-principle

for nonlinear integrable optics [67]. In the future, it will be a dedicated USA facility for high

intensity beam studies [3]. The storage ring will accept CW 150 MeV electrons or 2.5 MeV

protons with precision control and significant lattice flexibility.

IOTA features a large pipe aperture to accomodate large amplitude beam oscillations

and lattice flexibility. As shown in figure 2.4 and described in [3], the ring is formed by 6

long straight sections, of which 4 are experiment sites, and 2 short sections for dispersion

suppression and chromaticity correction. The ring circumference is 40 m, compact enough

for a small room. Injection occurs along the right-half of the top long straight section in

figure 2.4. IOTA has 8 main bending dipoles, four 30◦ on the long sections and four 60◦

bends on the short sections. In the lower-left long section, an RF cavity will maintain the

beam energy. Experiments are at the remaining four long sections.
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2.2 UMER

Figure 2.5: Overview of UMER layout [4]. UMER has a circumference of 11.52 m, comprised
of either 36 FODO periods (shown) or 18 FODO periods [5]. The ring is injected with space-
charge dominated, 10 keV electron beams. A planned extraction line on the right is shown.

The University of Maryland electron ring (UMER) is also dedicated to studying intense

beams. The University of Maryland built UMER to study space-charge dominated electron

beams [4, 68, 69] and, recently, nonlinear quasi-integrable optics [5, 70]. The ring layout is

shown in Figure 2.5 and more details on operations may be found in Ref. [4]. Figure 2.5

shows UMER consisting of 36 FODO cells with a period of 32 cm, giving a circumference of

11.52 m. In Ref. [5], the authors also give an alternative lattice of 18 FODO periods. UMER

uses 10 keV electrons at varying currents and has studied beam resonances, halos, and space

charge tune shifts [4, 5]. UMER may also use a low current electron beam configuration

to study space charge effects in high-energy proton and ion machines [70]. UMER has

operated and characterized up to 100 mA electron beams [4] and possibly will allow for a

60 µA electron beam for studies below the Laslett tune shift limit [5]. UMER operates the
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electron beam at such low energies that the geomagnetic field accounts for 15% of the vertical

bend [46]. The injection Y-section shown in Figure 2.5 has a significant additional transverse

effect on the electron beam due to the odd geometry and low energy. In Ref. [46], the

author approximates the kick using image charge due to a cylindrical pipe. While the image

charge approach captures the overall effect quite well [46,49,71], the simplified geometry and

imposed symmetry may smooth out some of the interesting features due to, e.g., corners or

edges. Our implementation can consider structures with complicated geometries. We discuss

some cases in Chapter 8. Computational simulation provides the most practical check for

our physical model and component design. However, high-intensity beam physics challenges

our current computational capabilities.

2.3 Computational challenges

A beam is a group of N charged particles with directed motion along the longitudinal

axis [30]. The group has approximately the same kinetic energy and momentum and occupies

a relatively small region in phase space. We study the charged particle dynamics due to

external, self-induced, and environmental forces. Eq. (2.1) gives the general equations of

motion due to the Lorentz force.

dp

dt
= F = q(E + v ×B). (2.1)

In many cases of interest, quantum effects are negligible, so we consider a classical particle

picture. External forces from beamline components cause the single-particle dynamics de-

scribed by Eq. (2.1). Many of the beamline components can be expressed analytically and

the single-particle dynamics are well-understood [6, 30, 72]. Multi-particle dynamics include
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the self-induced forces. Maxwell’s equations in (2.2) describe the self-induced electric, E,

and magnetic, B, fields.

∇ · E =
ρ

ε0

, ∇× E = −∂B

∂t
,

∇ ·B = 0, ∇×B = µ0

(
J + ε0

∂E

∂t

)
.

(2.2)

Intense beams typically contain billions (N ∼ 109) of particles [6, 34]. We concentrate on

a single beam in this work. Working in the beam’s frame of reference gives a quasi-static

picture, i.e. negligible self-induced magnetic field. Therefore, we are able to reduce Maxwell’s

equations to the Poisson boundary value problem (BVP) in (2.3).

∇2Φ(x) =
ρ

ε0

, x ∈ Ω.

Φ(x) = g(x) or
∂Φ

∂n
= h(x), x ∈ Γ.

(2.3)

Ω denotes a closed volume and Γ is the surface enclosing this volume. The Poisson BVP

can be decomposed into a free-space Poisson-like partial differential equation (PDE), and a

Laplace BVP describing the surface effect due to modified boundary conditions on Γ [73,74].

The Poisson-like problem with potential φ(x) is well-studied [35] and has solution given by,

φ(x) =
1

4πε0

∫
V

ρ(y)

‖x− y‖
dV. (2.4)

This gives the direct self-interaction by the particles. Modeling the beam-wall interac-

tion amounts to solving the modified Laplace equation when x ∈ Γ. The motion due to

self-induced forces is a classic example of the N -body problem, where we study the dynam-

ics of N interacting bodies. The direct summation of the influences on each body leads to

O(N2) complexity. When considering N ∼ 106, the operation count reaches 1012. Current

computational power would take extraordinarily long for high-intensity beam physics. The
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scientific community developed many techniques to overcome this limitation. We primar-

ily apply the fast multipole method. Greengard and Rokhlin developed the fast multipole

method (FMM) in 1987, which achieves linear scaling, O(N) [75, 76]. The challenges ad-

dressed in this work involve numerically solving the 3-D Poisson BVP with N ≥ 106 and

complicated structures in a dynamical setting. As of this work, there is no software capable

of efficiently solving this problem.

2.4 Modeling space charge

The repulsive forces between like particles tends to spread the beam, potentially causing

emittance growth, scraping, and halos [6, 34]. We can describe this repulsion by intra-beam

scattering and an average outward force due to a smooth charged distribution [30]. We refer

to the smooth part as space charge. The moving beam generates a magnetic field, which

weakens the repulsive force. The net self-force is proportional to 1
γ2

[30], so space charge is

small in high-energy accelerators. To model space charge in 3-D, we solve the open-boundary

Poisson equation for a point charge, q, at y given in (2.5).

∇2φ(x) =
qδ(y)

ε0

,

x ∈ V and y ∈ V.
(2.5)

The well-known solution for φ with N free charges at yi, i = 1, · · · , N is given by (2.6) from

(2.4).

φ(x) =
1

4πε0

N∑
i=1

qi
‖x− yi‖

. (2.6)

Many current solvers use particle-in-cell (PIC) methods [38]. In PIC methods, macro-

particles represent samples of the beam distribution. PIC methods refine the space into
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a grid and represent nearby macro-particles by an interpolated density distribution at each

grid node [77]. The field is computed between each node by solving the Poisson equation

using, e.g., finite difference, then interpolated back to the closest macro-particles. Accuracy

of PIC methods is limited by numerical noise, interpolation error, and stability due to time

step and mesh size [78]. Alternatively, Eq. (2.6) can be significantly accelerated using the

fast multipole method (FMM) [75]. Instead of macro-particles, the FMM subdivides the

region and represents a closely-packed group of particles using the multipole expansion of

their scalar potential around an expansion center. The multipole is translated near to a

target point, most importantly, without additional loss of accuracy. Within a group or with

nearby particles, the interactions are directly computed as in (2.6). Many variations of the

FMM were developed in recent years [79–81]. In particular, we use the differential algebraic

(DA) Cartesian form described in Ref. [7]. Chapter 4 and Ref. [7] give further details on

this implementation. With the FMM, Eq. (2.6) is approximated for a desired accuracy up

to machine precision.

2.5 The beam-wall interaction

The beam-wall interaction originates from the electromagnetic feedback off the beamline

components [6, 49, 71, 82]. The hardware constructing the beamline is generally made of

metals which are affected by the electromagnetic fields due to the beam. For instance, a

quadrupole focuser uses iron to form the poles and the vacuum pipe housing the beam is made

of stainless steel. For most beams, the feedback is negligible. To achieve high intensity, the

current must be orders of magnitude higher than before. The generated electromagnetic fields

cause significant feedback, or wakefields, in this regime and may lead to instability [48, 83].

Of particular interest in this work is the force on the beam in the static regime. In Ref. [49],
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the author approximates the linearized transverse motion at beam injection inside many

geometries using the image charge approach. For illustration of the ideal case, we simplify

the picture to a perfectly conducting, smooth cylinder surrounding a particle bunch [49,65].

The particle bunch generates an electric field, which causes the wall surface to adjust such

that the field does not escape. We imagine image charges somewhere outside the cylinder

which cancel the fields at the walls. The resulting image force push the particle bunch. This

example shows three conditions required to cancel the image forces:

1. Cylindrical symmetry

2. Perfect conductor

3. Smooth walls

These conditions dictate beamline designs. The image charge approach approximates the

major features and is extensively used [6, 30, 50]. Real beamlines have discontinuities, finite

conductivity, and surface defects. The problem’s geometry grows quite complex. To simulate

the static forces due to the feedback, we need a highly accurate geometric model combined

with an efficient Laplace solver for ψ in (2.7). The boundary conditions are modified by the

charge distribution from (2.4).

∇2ψ(x) = 0, x ∈ Ω. (2.7)

ψ(x) = g̃(x) = g(x)− φ(x)

∂ψ

∂n
(x) = h̃(x) = h(x)− ∂φ

∂n
(x)

 , x ∈ Γ. (2.8)

Numerically, Eq. (2.7) with boundary conditions (2.8) can be solved by discretizing Ω into

smaller regions where the PDE is solvable as done with the finite element method (FEM) [36].

However, this requires solving (2.7) in possibly empty or wastefully large 3-D regions. All

the dynamics of interest occur in the beam region. If the beam waist is ∼ 0.1 mm and the
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beamline cross-section is ∼ 1 cm, there is significant extra computation. Eq. (2.7) can be

reformulated as an integral equation like in (2.4) using Green’s identity, shown in (2.9) [73].

This forms the basis of the boundary element method (BEM) and is further explained in

Chapters 5 and 6. ∫
Ω

u∇2v − v∇2u dΩ =

∮
Γ

u
∂v

∂n
− v ∂u

∂n
dΓ. (2.9)

Applying (2.9) with u = ψ, v = G and simplifying using (2.7), ∇2G = δ(x), we get (2.10).

∫
Ω

ψ∇2G−G∇2ψ dΩ =

∮
Γ

ψ
∂G

∂n
−G∂ψ

∂n
dΓ,

⇒ ψ(x) =

∮
Γ

ψ(y)
∂G

∂n
(x,y)−G(x,y)

∂ψ

∂n
(y) dΓ(y),

⇔ ψ(x) =

∮
Γ

g̃(y)
∂G

∂n
(x,y)−G(x,y)h̃(y) dΓ(y).

(2.10)

In principle, we may represent ψ(x) using (2.10) if boundary values, g̃(y) (Dirichlet), h̃(y) (Neumann),

are known. There are additional considerations on and near Γ and is discussed in Chapter

5. We may also take the ansatz that there exists a continuous charge distribution on Γ such

that it reproduces the boundary conditions in (2.7) [74]. Furthermore, since the charge is

freely chosen, we could represent the potential using monopoles or dipoles. In this case,

we follow the model from (2.10), replacing g(y) or h(y) with densities σ(y) or η(y). Since

matching either ψ(x) or ∂ψ
∂n

(x) as x → Γ is sufficient, we only need one layer of charges or

dipoles. In this way, we form what’s called the single and double layer potentials, with the

repsective integral operators S and D defined in (2.11) and (2.12).

ψ(x) = S(σ) =

∮
Γ

G(x,y)σ(y) dΓ(y), (2.11)

ψ(x) = D(η) =

∮
Γ

∂G

∂n
(x,y)η(y) dΓ(y). (2.12)
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There are several ways to discretize the integration in (2.10), (2.11), (2.12) to form a ma-

trix equation. We chose Nyström discretization [84]. Nyström discretization approximates

the integral as a sum using quadrature. As long as the quadrature weights and nodes are

known, the integral is discretized such that a linear system for the density is formed. Re-

gardless of choice, the M ×M matrix is densely populated and numerical solvers require

O(M3) operations at worst, partially due to the matrix-vector product [73]. For instance,

an iterative solver starts with an initial guess for the unknown and iteratively approaches

the exact solution through information from the matrix action on each successive guess, i.e.,

the matrix-vector product. Krylov solvers are a type of iterative solver we use and is briefly

described in Appendix B.3. The FMM can accelerate the matrix-vector product in an iter-

ative solver, scaling like O(M) [73], which leads to the fast-multipole-accelerated boundary

element method (FMBEM). Once the boundary conditions are matched, the FMM is again

used to accelerate the evaluation of (2.10).

To integrate over Γ, we must connect the solver with a highly accurate representation of

the surface. Computer-aided design (CAD) formats are widely used in practice for compo-

nent design [85]. The surface is discretized into a mesh of M triangular elements, Γj. Flat

panel elements may be used, but smaller elements are necessary to achieve an acceptable

accuracy. Instead, we improve the accuracy using curved elements, requiring overall fewer

elements for acceptable accuracy [86]. There are several ways to represent a curved element,

but we chose a general parametric polynomial mapping to a unit triangle. We define an

element order to indicate the highest polynomial order of the mapping and integrate each
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element over the unit triangle. This is further explained in Chapter 6. The integral equations

become as shown in (2.13), where M is the number of elements.

ψ(x) =
M∑
j=1

∫
Γj

G(x,y)σ(y) dΓj(y),

ψ(x) =
M∑
j=1

∫
Γj

∂G

∂n
(x,y)η(y) dΓj(y).

(2.13)

For c iterations in the matrix solver, the Laplace solver scales like cO(M) and the com-

bined Poisson solver should scale like O(N) + cO(M) ≈ O(N), where N � M in the case

for beam physics. As a bonus, we may separately solve Laplace problems using the BEM

as if there is no beam, taking ρ(x) = 0 in (2.3). This provides an accurate method to,

for instance, check against a real magnet design. We may also isolate the beam-wall in-

teraction by examining the modification itself. The important factors with respect to the

solver are the boundary conditions and the structural representation. As mentioned earlier,

either Dirichlet (ψ(y)) or Neumann (∂ψ
∂n

(y)) type is sufficient. Note, there are additional

considerations for matching the radiation conditions to solve the exterior problem [74]. We

focus on interior problems in this work. We outlined the computational challenges for simu-

lating high-intensity beams and mentioned some approaches. We use the strategy from the

FMM [75], which accelerates our free-space Poisson solver and modified Laplace solver. To

allow modeling in complicated geometries, we implement the FM-accelerated BEM to solve

the Laplace equation and describe the theory and implementation in Chapters 5, 6, and 7.



CHAPTER 3

MAPS AND ANALYSIS

Generally, beamlines are beam transport devices. In practice, we first design systems

with the first order map (or transfer matrix) based on the linearized equations of motion

[30]. Nonlinear effects are effectively small and approximated as higher order perturbations.

Since the beam is closely packed by definition, the transfer map is well described by Taylor

expansions of the solution to the equations of motion. In this chapter, we give the equations of

motion, explain the formalism behind transfer maps, and describe some important quantities

for our analysis. In particular, we describe and apply the differential algebraic methods for

the analysis of beamlines.

3.1 Equations of motion

We work with the equations of motion in optical coordinates [6, 43]. The coordinate

system is defined using either time t or path length s. Consider r0(s) to be the reference curve.

At any point s, we define the coordinate axes by (x̂, ŷ, ŝ) where s follows the beam pipe, x̂

gives the horizontal axis, and ŷ gives the vertical. The position in Cartesian coordinates is

given by r = r0(s) + xx̂ + yŷ. The scaled transverse momenta with reference momentum

p0 are the angles a = px
p0
, b = py

p0
. We also define length of flight l = v0(t − t0) with

reference velocity v0 and time t0 and relative energy difference δ = E−E0

E0
with reference

energy E0. In Cartesian coordinates, any particle with position r and momentum p is
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defined by zr = (r1, p1, r2, p2, r3, p3). In optical coordinates, we have z = (x, a, y, b, l, δ),

which implicitly depends on s.

The equations of motion describe the relation between the initial state zi and final state

zf . In the optical coordinates, the equations of motion due to the Lorentz force are given in

(3.1), derived from (2.1). E is the energy, and Ex,y, Bx,y,z are the electric and magnetic field

components.

η ≡ γ − 1 =
E − qV (x, y, s)

mc2
,

χe0 ≡
p0v0

q
,

χm0 ≡
p0

q
,

p0

ps
=

(
η(2 + η)

η0(2 + η0)

m2

m2
0

− a2 − b2

)− 1
2

,

x′ = a(1 + hx)
p0

ps
,

a′ =

[
1 + η

1 + η0

p0

ps

Ex
χe0

+ b
Bz

χm0

p0

ps
− By

χm0

]
(1 + hx) + h

ps
p0

,

y′ = b(1 + hx)
p0

ps
,

b′ =

[
1 + η

1 + η0

p0

ps

Ey
χe0
− a Bz

χm0

p0

ps
+

Bx

χm0

]
(1 + hx),

l′ =

[
(1 + hx)

1 + η

1 + η0

p0

ps
− 1

]
k

v0

,

δ′ = 0.

(3.1)

Defined in (3.1), χe, χm are the electric and magnetic rigidities, η is the kinetic relativistic

factor, h = 1
R

is the inverse radius of curvature, and p0
ps

is reference over longitudinal mo-

mentum. The solutions to the system in (3.1) define a transfer map, which are used for

design, tracking, and analysis. We briefly describe how to solve the equations of motion

using differential algebraic methods to obtain Taylor expansions of the transfer maps.
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3.2 Maps and DA

The propagation of an ensemble of states may be succintly described as a transfer map [43]

from initial conditions zi and parameters ζ.

zf =M(zi, ζ).

The map M captures the flow of z(s). For example, x2 = x1 + ma1 = x1 + (x|a)a1, defines

a linear flow in x and (x|a) would be an element in M. The map can be composed and

inverted [43]. Using composition, we concatenate maps. Clearly,

Mt+∆t =Mt ◦M∆t.

Concatenation implies any map can be composed of several maps. We assume the maps are

weakly nonlinear andM = M+Mn, where M is the linear matrix andMn is the nonlinear

remainder. The maps are required to preserve the origin [43], i.e. the origin is always r0.

Since we work with nearby state vectors, we may represent maps using Taylor expansions

around the origin. These are efficiently computed by differential algebraics methods.

Differential algebra (DA) allows computations of numerical derivatives to machine preci-

sion [43,87,88]. The algebra may be defined for arbitrary order n and number of variables v,

denoted nDv. For example, using 1D1, set members are defined by (q0, q1) ≡ q0 + δq1, where

q0, q1 ∈ R and infinitesimal δ. This is also called a DA vector. The operations forming the
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algebra are given below with scalars t, n. We also define the derivative operator ∂ to form

the differential algebra (1D1, ∂).

(q0, q1) + (r0, r1) = (q0 + r0, q1 + r1),

t(q0, q1) = (tq0, tq1),

(q0, q1) · (r0, r1) = (q0r0, q0r1 + q1r0),

(q0, q1)n = (qn0 , nq
n−1
0 q1),

∂(q0, q1) ≡ (0, q1).

Similarly, we define an antiderivative operator, ∂−1(q0, q1) ≡ (c, q0,
q1
2

), with arbitrary con-

stant c [43, 46]. Evaluating a function with a DA vector (x, 1) automatically gives its first

order Taylor expansion.

f(x+ δ) = f(x) + δf ′(x).

These operations may be extended to any order and number of variables [43]. Clearly, we

compute the Taylor expansion for any finite function using DA variables since δ is infinites-

imally small.

DA methods are particularly efficient with differential equations. Consider an ODE

reformulated as follows.

∂z

∂s
= f(z, s),

⇒z =M(z) = z0 +

∫ s

s0

f(z, s′) ds′.
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DA methods use ∂−1
v+1 to transform this into an arithmetic problem in nDv+1. In fact,

this iteration leads to a unique fixed point in n + 1 iterations only involving arithmetic

operations [43], reducing computational complexity significantly.

z1 = 0,

zk+1 =M(zk), k = 1, · · · , n+ 1.

Using fixed point iteration and DA variables, we integrate the optical equations of motion.

Techniques applying the DA methods have been implemented in COSY Infinity [89], which

forms the backbone of our implementation. COSY Infinity includes a beam physics package,

where the common transport elements are solved to any prescribed order. The resulting

transfer map is represented by a Taylor expansion where the DA variables are the initial

optical coordinates [46]. The map is described using the indices i = (i1, i2, i3, i4, i5, i6) for

the exponent in each DA variable, the final optical coordinates v = x, a, y, b, l, or δ, and the

Taylor coefficients vCi.

M =



∑
i xCix

i1ai2yi3bi4li5δi6∑
i aCix

i1ai2yi3bi4li5δi6∑
i yCix

i1ai2yi3bi4li5δi6∑
i bCix

i1ai2yi3bi4li5δi6∑
i lCix

i1ai2yi3bi4li5δi6∑
i δCix

i1ai2yi3bi4li5δi6


.

Alternatively, only the Taylor coefficients vCi are written using parenthetical notation vCi ≡

(v|xi1ai2yi3bi4li5δi6), leaving the corresponding DA variables implicit. Then, the Taylor co-

efficients are called the map elements. We use parenthetical notation for the rest of this

work. Figure 3.1 shows a 2-D example of the COSY representation using a FODO cell. This

example cell is comprised of drift, focusing quad, drift, defocusing quad, and drift, which
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provides overall transverse focusing. The FODO cell is one of the most common transport

elements in any beamline [30].

Figure 3.1: COSY 3rd-order 2-D representation of a FODO cell. The columns contain the
Taylor coefficients for the expansions of xf , af , yf , bf and the exponent in each DA vari-
able. The DA variables represent the initial positions and angles, xi, ai, yi, bi. For example,

aC(3,0,··· ,0) = (a|x3) is the element in row 5, column 2.

The transfer maps provide a concise representation of the motion. The maps can be used

for tracking a set of initial conditions. More importantly, the map contains a wide breadth

of information on the beamline.

3.3 Normal form analysis on phase space

Transfer maps are also used with linear accelerators and many of the following con-

cepts apply. We concentrate on periodic systems in this work. Our cases of interest are

Hamiltonian. Liouville’s theorem states the phase space density is conserved in Hamiltonian
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systems [6,30]. This property allows us to study the stable beam motion using phase space.

For illustration, we focus on (x, a) phase space using the transfer matrix. We assume linear

stability, which restricts the determinant D = 1 and the trace |T | < 2
√
D for the 2-×-2

transfer matrix [43]. The eigenvalues are given in (3.2) [43].

λ1,2 = de±ıµ,

d =
√
D,

µ = Sign((x|a)) acos

(
T

2
√
D

)
.

(3.2)

The transfer matrix is expressible by the Twiss parameters. We define the Twiss parameters

in (3.3) [43] from the transfer map. The Twiss parameters define an ellipse in phase space

by (3.4). The phase space ellipse is shown in Figure 3.2 [6].

α =
(x|x)− (a|a)

2d sinµ
,

β =
(x|a)

d sinµ
,

γ = − (a|x)

d sinµ
,

βγ − α2 = 1.

(3.3)

γx2 + 2αxa+ βa2 = ε. (3.4)
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Figure 3.2: Phase space ellipse defined by Twiss parameters, α, β, γ, and emittance ε [6].
The horizontal axis is position and vertical is momentum.

In Figure 3.2, ε is called the emittance and πε is the area of the ellipse. The emittance must

be preserved in linear systems, which means the Hamiltonian motion amounts to transforma-

tions of the Twiss parameters [6,30]. In Ref. [43], the author discusses the nonlinear normal

form and the DA algorithm to approximate it, which are implemented in COSY Infinity [89].

As an example of the normal form, consider when d = 1 and |λ1,2| = 1. The transfer

matrix using the Twiss parameters becomes as shown [43].

M =

cosµ+ α sinµ β sinµ

−γ sinµ cosµ− α sinµ

 .

The transfer matrix M does not change the phase space ellipse, aptly named the invariant

ellipse. If M is a one-turn matrix for a ring, then the ellipse must be the same after every

turn [43]. The condition |λ1,2| = 1 implies the eigenvectors are equal. If we form a basis



27

using the real and imaginary parts of the eigenvectors, we define coordinates such that the

stable motion is a circle [43]. We call this the linear normal form N.

N =

 cosµ sinµ

− sinµ cosµ

 .

In general, the normal form N comes from the transformation of M, where A is the nor-

malizing transform.

A ◦M ◦A−1 = N .

For the previous linear case, the transformation matrix A is given below with i ≡
√
−1 [43].

A =

1−iα
2iβ

−1
2

1+iα
2iβ

1
2

 .

The Twiss parameters have physical meaning. β indicates the beam width and γ indicates

the max divergence. α measures correlation between position and momentum. The beta

function, β(s), from (3.3) is particularly interesting for beams. When considering focusing

elements, the envelope equation shows the beta function oscillates with amplitude
√
β [30].

The frequency of oscillations is called the tune [43]. We may compute the tune by [6, 30],

µ =

∫ s

s0

1

β(s′)
ds′.

So, in practice, the beta function of a beam is tracked around a ring and integrated to

compute tunes. In simulation, tracking a beam of large N is time consuming. Normal form

analysis of the transfer maps almost immediately gives the tunes. As mentioned, stable

motion appears as a circle in normal form coordinates. The tune is simply the angle of

rotation around this circle.
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The normal form shows the stable motion in the normal basis moves along a circle.

The tune µ is the angular advance and is constant. If the tune hits integer multiples, the

Twiss parameters rapidly grow. These are called resonances [6]. Aberrations and other

nonlinear effects cause tune shifts, which may lead to resonances. The self-induced tune

shifts are particularly important for high-intensity beams [6,30]. High-intensity beams induce

persistent aberrations which cause tune shift and may destabilize the beam. Modeling space

charge and simulating the beam is mainly to compute and compensate the space charge tune

shifts [90–92]. In Ref. [49], the author derives and discusses image charge or Laslett tune

shifts for vacuum chambers with different cross-sections. In Ref. [46], the author analyzes

the space charge tune shift in UMER using transfer maps and normal form analysis and also

discusses the image charge kick in the UMER injector. Building on this work, we include

the beam-wall interaction in our analysis and combine the space charge and beam-wall kick.

We have given the optical equations of motion and discussed transfer maps and normal form

analysis. We briefly mention differential algebraic methods, which provide powerful tools for

our analysis.



CHAPTER 4

FAST MULTIPOLE ACCELERATION

4.1 Fast Multipole Method

The fast multipole method (FMM) was originally developed in 1987 by Greengard and

Rokhlin [75]. Since then, the FMM has been developed and applied for a variety of problems

[93–96]. Due to its flexibility, performance, and rigorous error bounds, the FMM was ranked

among the top ten algorithms of the 20th century [97]. The fast multipole method solves

the problem of N interacting bodies, e.g., celestial objects. The interaction f(x,y) is known

between any pair, so the simplest solution φ(x) for an object at x is the pairwise sum due

all other objects at yj where x 6= y.

φ(x) =
N∑
j=1

f(x,yj).

For a static distribution of particles with charge q, f(x,y) = G(x,y)q = q
4πε0‖x−y‖ . Com-

puting the sum at every particle location leads to O(N2) operations. The FMM instead

considers interactions between clusters. The main advantage stems from the translation op-

erators, which is described in the DA context [98]. Refs. [7, 99] describe the Cartesian DA

adaptive 3-D FMM. We give an overview of the implementation in this chapter.
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4.2 FMM operators

Consider the potential in Cartesian coordinates with arbitrary units such that qi
4πε0

= 1.

Let x be the target and xi be sources. With r ≡ ‖x‖, ri ≡ ‖xi‖, we separate target from the

sources below.

φ(x) =
N∑
i=1

1√
(x− xi)2 + (y − yi)2 + (z − zi)2

,

=
1

r

N∑
i=1

[
1 +

r2
i

r2
− 2xix

r2
− 2yiy

r2
− 2ziz

r2

]− 1
2

.

The multipole expansion in DA variables, dr, dx, dy, dz is,

dr =
1

r
, dx =

x

r2
,

dy =
y

r2
, dz =

z

r2
,

⇒φ(dx, dy, dz) = dr

N∑
i=1

[
1 + r2

i d
2
r − 2xidx − 2yidy − 2zidz

]− 1
2 ,

= dr · φM .

φM is thus given as its Taylor expansion in the DA framework and is valid for points outside

a certain radius. This is also named the far multipole expansion in Refs. [7, 98]. dr is

the square root of infinitesimals, so while it cannot be expanded, it is carried through the

following operations and evaluated at the end.
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Let φ be at the origin (0, 0, 0). We can translate the expansion to (x′0, y
′
0, z
′
0) by shifting

the DA variables, which defines a map, M1.

d′x =
x− x′0
r′2

=
x′

r′2
⇒ d′y =

y′

r′2
, d′z =

z′

r′2
,

r′ =
√
x′2 + y′2 + z′2,

R ≡
(
1 + r′20 d

′2
r + 2x′0d

′
x + 2y′0d

′
y + 2z′0d

′
z

)−1
,

dr = d′r ·
√
R,

M1 ≡


dx = (d′x + x′0d

′2
r ) ·R

dy = (d′y + y′0d
′2
r ) ·R

dz = (d′z + z′0d
′2
r ) ·R

,

⇒φ′M = φM ◦M1,

⇒φ′ = φ′M · d′r ·
√
R.

M1 is called the M2M translation and translates a multipole expansion to another center in

the valid region. Again, given φM at the origin, we translate the multipole expansion into a

local expansion at (x′0, y
′
0, z
′
0) close to the target, so the DA variables are simply d′x = x−x′0,

etc. The map M2 is given by,

M2 ≡


dx = (x′0 + d′x) ·R

dy = (y′0 + d′y) ·R

dz = (z′0 + d′z) ·R

,

R ≡
(
(x′0 + d′x)

2 + (y′0 + d′y)
2 + (z′0 + d′z)

2
)−1

,

⇒φL = φM ◦M2,

⇒φ = φL ·
√
R.
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The local expansion is valid within a certain radius containing the target in contrast to the

multipole expansion. This defines the M2L translation. The M2L translation is well-known

as the most compute-intensive operator in the FMM algorithm [100–102]. This implementa-

tion optimizes the M2L operator using rotation [7]. Finally, we translate a local expansion

to another local center, which amounts to a shift as above. This is also known as the L2L

translation. For completeness, the map M3 is given by,

M3 ≡


dx = x′0 + d′x

dy = y′0 + d′y

dz = z′0 + d′z

.

The local expansion is evaluated using the target coordinates in the L2P operator. In

the neighborhood of a target, the near neighbors cannot be expanded, so the interaction is

directly computed as usual using the P2P operator or Coulomb potential. The neighborhood

is the target box and all adjacent boxes (9 in 2-D, 27 in 3-D). As shown in Refs. [7, 98], the

relative error in the potential behaves like O(10−p+1) while runtime behaves linearly with

number of particles N . The error comes from the multipole expansion and the translations

contribute no additional error.

4.3 FMM algorithm

The FMM steps may be summarized into setup, upward pass, downward pass, near

neighbors, and evaluation. Figure 4.1 shows the steps in 2-D [7].
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Figure 4.1: A snapshot of the FMM algorithm [7]. The multipole expansion is computed by
MEXP, translated up a level using M2M, and moved near the target using M2L. The local
expansion is translated down a level if necessary using L2L and evaluated at the target using
L2P. The nearby sources are evaluated directly using P2P.

Starting with setup, the FMM subdivides the space into boxes (2-D squares or 3-D cubes)

where the box center is the expansion center. The COSY space charge package, COMFY,

applies a uniform subdivision and ends after forming a prescribed grid of boxes. The adaptive

FMM used in our BEM implementation continues after the level 2 subdivision. We only give

a brief summary of the octree data structure. Ref. [7] gives further details. The space is

uniformly subdivided twice (level 2). Then, individual boxes are subdivided and organized

into a tree structure until every box neighborhood contains at most the maximum number

of neighboring particles as specified by the clustering parameter q. The set of source box

interactions is organized into a C-forest containing C-trees. The set of target boxes is called

the D-tree. An example depiction is given in figure 4.2, where sources and targets are the

same and N = 20, q = 10.
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(a) Tree of source interactions (b) Tree of target boxes

Figure 4.2: Depiction of FMM tree data structure using N = 20, q = 10, where sources and
targets are the same. (a) shows the C-forest with 4 C-trees and (b) shows the D-tree.

The C-forest is used in the FMM upward pass and the D-tree is used in the downward pass.

Once organized, the FMM performs the upward pass. The multipole expansion is computed

for every source at the center of its box. The expansion is translated using the M2M operator

up the C-tree to the highest node. In the downward pass, the M2L translates the expansion

to the target neighborhood and L2L to the target node. Near neighbors are summed directly

using P2P. In the evaluation step, L2P evaluates the expansion at the target position. L2P

and P2P then give the potential and fields on the target. For the nonadaptive FMM, the

M2M and L2L operators are not used. Otherwise, the steps are similar.
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4.4 Smoothing

A common numerical issue with N-body codes occurs near singularities, i.e. collisions.

The force spikes at this instant and the equations of motion give artifically large jumps.

Assuming a moderate step, such collisions might appear as additional beam loss. One

possible solution uses Plummer smoothing [103,104]. Plummer smoothing was first used for

gravitational potentials. A general smoothed potential and force [103] is given by,

Φ̂(x, λ) =
k

λ
φ

(
‖x‖
λ

)
,

F̂(x, λ) = − k

λ2
φ′
(
‖x‖
λ

)
x

‖x‖
.

where φ is the kernel function, e.g., Green’s function, λ is the smoothing parameter, and k is

a physical constant. We implemented the smoothed Coulomb form for the 2-D FMM [105].

For target x, source x0 in arbitrary units, the smoothed potential becomes,

φ(x) =
1

2
log
(
(x− x0)2 + (y − y0)2 + λ2

)
.

This leads to an additional DA variable, dλ = λ
r2

and r2 = ‖x‖2 + λ2. In the original

FMM, smoothing is impossible because the target and source could not be separated in the

expansion with λ present. In the DA Cartesian form, the strategy used is quite general

and extends to the 3-D FMM easily. Besides redefining r2, the maps gain an additional

component mapping λ. Denoting R as R1,λ for the M2M operator, M1 gains,

dλ = d′λ ·R1,λ.
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In the M2L operator, d′λ = λ, so we evaluate before translation. Denoting R as R2,λ for the

M2L operator, M2 gains,

dλ =
λ

r2
= λ ·R2,λ.

The L2L operator does not change since dλ has been evaluated. The smoothed FMM oper-

ators are given in Appendix A.2.

To test smoothing, we used the radial spread of a long, parallel electron beam in a

drift [105]. This is an analytical case where space charge is the dominant factor. Assuming

collisionless dynamics, the theoretical radial spread R with drift length z and initial radius

r0 is given by [30],

R ≈ 1 + 5.87× 10−5

(
z

r0

)2

.

The beam and system parameters are reproduced in Table 4.1 [105]. These parameters give a

beam with high space charge and clearly distinguishes the beam dynamics with and without

collisions.

Table 4.1: Long Beam and System Parameters

Species Electron
Energy 100 keV
Current 1 A
Spatial distribution Uniform circular
Initial radius 1 cm
Initial emittance 0 m·rad
Drift length 0.5 m
Radial spread (Theory) 1.521

We compared the 2-D COSY space charge package, COMFY, versus the 3-D PIC code,

IMPACT-T. In COMFY, we compute the transverse space charge using the moment method

(MoM) or the smoothed FMM. The moment method computes the beam dynamics due to
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an average repulsive force using the statistical moments of a smooth distribution [46]. The

moment method smooths out collisions by definition. We show this comparing the FMM

with N = 22k, 100k. The IMPACT-T parameters are reproduced in table 4.2 [105].

Table 4.2: PIC Simulation Conditions

Code IMPACT-T
No. of particles 300000
Bunch length 1.03 m
No. of slices (transverse) 64
No. of slices (longitudinal) 32
ith Z-slices picked 16-17
Total travel time in drift 3.1 ns
Convergent time step 0.01 ns

We picked the parameters in Table 4.2 for IMPACT-T to represent a long beam. We study

the transverse spread using the middle Z-slices, where the longitudinal effect is minimized

from symmetry. We chose the number of particles such that a transverse slice is comparable

to the number of particles, N , used in COMFY. The results are shown in Figure 4.3.
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(a) FMM with λP−P = λMultipole, MoM, and PIC vs. ana-
lytical

(b) FMM with separate smoothing, MoM, and PIC vs. an-
alytical

(c) FMM runtimes

Figure 4.3: Comparison of radial spread from smoothed FMM, MoM, PIC, and analytical
solutions. The FMM is tested using N = 22k, 100k. (a) shows with equal smoothing and
(b) shows with separate smoothing. (c) shows the FMM runtime is O(N). λ had minimal
impact on runtime.
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The smoothing formulation allows separate parameters λP−P for P2P and λMultipole for the

expansion. Figure 4.3a shows the FMM with λ = λP−P = λMultipole. The collisional effect is

reduced with higherN and an optimal smoothing parameter. In Figure 4.3a, the FMM equals

the analytical spread when λ = 1.4× 10−3. The FMM cases behave similarly when 10−6 ≤

λ ≤ 10−3. The MoM already assumes a collisionless beam, so it matches the analytical

spread. The PIC code after reaching convergence in time steps shows it underestimates

the radial spread in this space charge regime. We expect the realistic beam with collisions

would have slightly higher radial spread than predicted. When independently varying the

smoothing, Figure 4.3b shows the collision effect is strongest from the P2P operations. We

get the FMM cases to converge varying λP−P but not with λMultipole. The runtime of the

FMM is barely affected by λ. Figure 4.3c shows the runtime scales linearly with N when

uniform cluster density is optimized.

4.5 FMM and GMRES

The boundary element method (BEM) forms a linear system to solve the Laplace equation

from (2.13). The linear system is of form Mx = b, where b is known. As mentioned

previously, the iterative solver uses information from the matrix-vector product, Mx, to

iteratively approach a solution. For our implementation, the system matrix M of size m is

iteratively solved using the restarted generalized minimal residual method (GMRES) [106,

107]. GMRES is a type of Krylov solver, which forms a subspace where the solution exists

and iteratively shrinks that space to approximate the solution. Appendix B.3 discusses some

important properties of Krylov solvers in the context of GMRES. GMRES forms a basis of

orthonormal vectors, Q using, e.g., the Arnoldi iteration. Starting with an initial residual

ri = b−Mxi = ‖q1‖q1, the Arnoldi iteration projects the components of each basis vector
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qk of Q such that k = 1, · · · ,m are orthonormal. A new basis vector is formed by Mqk−1.

The restarted GMRES has a nested loop. The outer loop computes the ith residual ri while

the inner loop forms Q from ri. After the inner loop, the outer loop forms xi+1 and checks

for convergence. GMRES has an intrinsic error computation for the solution xi+1 at the end

of the inner loop [106, 107]. In principle, the outer loop has one M product and the inner

loop has another. GMRES has two tolerance parameters. The absolute tolerance is set for

the outer loop and the relative tolerance is set for the inner loop. GMRES exits once the

absolute tolerance is satisfied or after the maximum number of iterations. If not satisfied,

GMRES reruns the inner loop with the latest solution xi+1.

The FMM may also be viewed as a fast matrix-vector product approximation [108,109].

Many iterative solvers, specifically GMRES, require computing products of the system matrix

and some vector rather than the matrix itself. The FMM accelerates GMRES, and in turn

the BEM, by quickly approximating, e.g., Mqk−1. In addition, we save significant memory

since M is never stored. The matrix-vector approximation may cause some issues with the

intrinsic error computation [110–113]. Iterative solvers assume the matrix-vector product is

exact. By introducing the FMM to GMRES, we add some error and must be analyzed. We

write this as,

M̃x = (M + E)x.

where ‖E‖ generally changes. The iterative solver builds the Krylov space based on M̃. The

residual estimation in GMRES is limited by E and deviates from the true residual at some

point. In Ref. [110], the authors show the deviation is bounded by the product of ‖E‖ and

the norm of the Krylov basis vectors. This suggests convergence as long as this product stays

bounded. In Ref. [113], the authors show GMRES converges using the original FMM with

order p as long as p ∼ − log2(ε), where ε is the prescribed accuracy. That is, the accuracy of

the inner loop’s product may be relaxed as the residual estimation shrinks. The relaxation
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strategy allows some speedup since the inner loop requires smaller p as the Krylov space is

formed. Letting pmin = 2, we implemented the strategy from Ref. [113] to select the inner

loop order with ε being the ratio of absolute tolerance with the estimated residual. The

outer loop stays at pmax. This can lead to ∼ 30% speedup in the BEM [113]. We see similar

behavior.

Often, GMRES is paired with a preconditioner. The preconditioner transforms an ill-

conditioned problem to a well-conditioned one, i.e. reduces the condition number. Com-

monly for the BEM, GMRES is paired with methods such as incomplete LU factorization

and block Jacobi diagonalization [73, 114]. Most methods require the explicit matrix M to

form a preconditioner. We wish to avoid storing M and focus on matrix-free precondition-

ers. We found some matrix-free methods exist [115–117]. However, these are not suitable

for our implementation. We saw the condition number for our test cases grew quite slowly

and GMRES converged rapidly to an acceptable tolerance. Instead, we allowed the option

to use a lower order GMRES to find an initial guess. Otherwise, our initial guess is simply

x0 = 0. In our tests, we found the preconditioning does not have a significant speedup and

leave it off by default.

4.6 Rotated multipole to local operator

Besides the direct pairwise summation, the M2L operator is the most compute-intensive

step in the FMM algorithm [102]. This becomes most apparent when p > 5 [7]. The M2L

operator translates the expansions at the top level nodes in the C-forest to the top nodes

in the D-tree. We can imagine this analogous to the pairwise summation, which requires

O(N2) operations to pair each particle with every other. Although significantly less, the

M2L operator pairs each far cluster to every other target cluster. Then, we need to optimize
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the M2L operator to reduce runtime. The method used in Ref. [7] rotates the map such that

the 3-D translation reduces to 1-D. The coordinate system is rotated an angle θ about an

arbitrary axis ω̂ such that the translation is aligned with ẑ. The axis-angle rotation, where

θ is the angle between translation r = (x, y, z) and ẑ, is given by [7],

R =


tω2

xC tωxωy − Sωz tωxωz + Sωy

tωxωy + Sωz tω2
yC tωyωz − Sωx

tωxωz − Sωy tωyωz + Sωx tω2
zC

 ,

C ≡ cos θ, S ≡ sin θ, t ≡ 1− cos θ,

ωx = − y

‖r‖
, ωy = − x

‖r‖
, ωz = 0.

Given multipole expansion φM , the local expansion is φL = φM ◦M′
2 = φM ◦R−1 ◦M2 ◦R,

where R−1 = Rᵀ. Some numerical instability is present in the rotated operator. Figure 4.4

shows the relative difference as p increases.

Figure 4.4: Normed relative difference in potential and E between 3DM2L and rotated M2L
operators vs. FMM order using N = 100 particles.
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We used 100 particles to compare the non-rotated and rotated M2L operators (3DM2L,

1DM2L). Ref. [7] shows significant speedup with the 1DM2L, but the accuracy drops when

the rotation is not exact due to the limits of machine precision. The slight error could mean

the translation is not aligned with r in a few cases, leading to the errors in figure 4.4. For

now, we implemented both rotated and unrotated M2L operators. By default, we use the

unrotated M2L for the modified BC and density evaluation. We use the rotated M2L for

the matrix solver. This can be adjusted using the global flag RFLAG.

We have established the fast multipole method in the differential algebraic framework and

described the implementation based on Ref. [7]. In this form, the FMM is used to accelerate

pair interactions between point-like particles. We have included a smoothed form of the

FMM operators and shown an optimal range exists. The FMM also accelerates matrix-

vector products and saves significant memory in iterative solvers since the matrix is not

stored. A major weakness of the boundary element method is the dense system matrix.

Iterative solvers require many matrix-vector products, which we accelerate using the FMM.



CHAPTER 5

BOUNDARY INTEGRAL THEORY

As mentioned in Chapter 2, the Poisson equation (2.3) may be formulated as an integral

equation. The full equation with Green’s function, G(x,y), can be derived using (2.9) and

the solution is given in (5.1). The goal is to describe Φ in the domain Ω bounded by Γ, where

Ω− is the interior domain and Ω+ is the exterior domain. The unit normal n(x) ≡ nx, x ∈ Ω

is chosen to be pointing out towards Ω+.

Φ(x) = φ(x) +ψ(x) =

∫
Ω

G(x,y)
ρ(y)

ε0
dΩ(y) +

∮
Γ

∂G

∂ny
(x,y)g(y)−G(x,y)h(y)dΓ(y). (5.1)

This chapter explains some numerical methods used in solving the Poisson boundary value

problem. We derive and compare the finite element method (FEM) and the boundary

element method (BEM) to justify our choice in implementing the BEM for applications

in beam physics. Our implementation uses the indirect form for the BEM. For Dirichlet

conditions, we choose to use the double layer representation and for Neumann conditions, we

choose the single layer representation. The later sections explain our choice for representing

the potential ψ in Ω−.

5.1 Finite element models

Equation (2.3) may be solved by discretizing Ω into Ωi, i = 1, · · · ,M such that Ωi ⊂

Ω and
⋃M
i=1 Ωi = Ω. Commonly, the differential equations, including Poisson, are solved

using the finite element method (FEM). The FEM breaks down Ω into 3-D element shapes,
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such as tetrahedrons, represented by Lagrange shape functions, Ni(x). The Lagrange shape

functions are linear combinations of Lagrange basis functions, lj(x), defined by the property,

li(xj) = δij. In 1-D, with given point set xm, m = 1, · · · , k + 1, the jth polynomial lj(x) is

given by,

lj(x) =
k+1∏
m6=j

x− xm
xj − xm

.

The FEM approximates a solution to (5.1) within each Ωi. This section is based on work

from Refs. [36,118].

Given the problem posed by (2.3), we wish to find an unknown function, Φ(x), such that it

satisfies ∇2Φ(x) = f(x) with the given boundary conditions, Φ(x) = g(x) or ∂Φ
∂n

(x) = h(x)

when x ∈ Γ. The solution may be approximated by Φ ≈ Φ̃ =
∑n

j=1Njaj = Na, where

aj are unknown. To find aj, the problem is recast into the weak formulation. Observe∫
Ω
v (∇2Φ− f) dΩ = 0 still satisfies the original PDE and

∫
Γ
v̄b dΓ = 0 where b = Φ −

g or ∂Φ
∂n
− h satisfies the boundary conditions. So, the sum satisfies the BVP. If we perform

an integration by parts on the first term and use the divergence theorem, we get the weak

form in (5.2).

∫
Ω

v∇2Φ dΩ =

∫
Ω

∇ · (v∇Φ)−∇Φ · ∇v dΩ,

= −
∫

Ω

∇Φ · ∇v dΩ +

∫
Γ

v
∂Φ

∂n
dΓ,

⇒ −
∫

Ω

∇Φ · ∇v + vf dΩ +

∫
Γ

vh+ v̄b dΓ = 0. (5.2)

Inserting Φ̃ into (5.2) and choosing v =
∑n

i=1wiδai, v̄ =
∑n

i=1 w̄iδai, we get (5.3) with

i = 1, · · · , n.

δai

[
−
∫

Ω

∇(Na) · ∇wi + wif dΩ +

∫
Γ

wih+ w̄ib dΓ

]
= 0. (5.3)
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Just about any set of independent functions works for wi [36]. The Galerkin method is

mainly used in practice, which corresponds to wi = Ni, the shape functions. Since δai is

arbitrary, the terms in brackets leads to the symmetric matrix equation for aj in (5.4) and

gives the Galerkin FEM for the Poisson equation.

n∑
j=1

[∫
Ω

−∇Nj · ∇Ni dΩ

]
aj −

∫
Ω

Nif dΩ +

∫
Γ

Nih+Nib dΓ = 0, (5.4)

⇔La + f = 0.

It should be noted the elements for this form are chosen by the shape function and all the

functions are C1. As the element size, e, shrinks, the number of aj increases. Since the shape

functions, Nj, are polynomials, there is also an associated polynomial order, p. Clearly, the

convergence of the approximation is then dependent on e and p. In fact, the order of error

ends up being O(ep+1) [36].

5.2 FEM versus BEM

The FEM shows great performance and many fields have applied it [36]. As shown, only

the appropriate shape functions are needed as well as the conditions f → ρ, h → ∂Φ
∂n

, and

b. However, when considering only the effect from Γ, the FEM loses efficiency due to the

element discretization. There are several advantages for the BEM versus the FEM [119]. The

FEM requires discretization of the whole domain. For 3-D, this is expensive in computational

and storage cost [119]. The BEM only requires discretization of Γ, which is represented as

a surface. This reduces the 3-D mesh and the problem dimension to 2-D. The advantage

shows when considering the solution convergence by reducing mesh size e. If mesh size e

is reduced, the FEM generally gains more elements than the BEM. The FEM computes a
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solution for Ω in (5.4). This may be advantageous if the region of interest is all of Ω [36].

However, when considering only small subsets, i.e. Ω−, the BEM has the advantage [120].

The BEM computes a solution for Γ first and evaluates it in Ω separately.

The BEM approximates the boundary conditions only. The FEM approximates the PDE

through the shape functions, which affects all aspects of the problem [74]. The BEM error

is isolated to the boundary. This suggests better convergence for the BEM by reducing

discretization error [119]. The Galerkin FEM leads to a sparse, symmetric matrix. This

is more advantageous as many fast solvers exist for this case. The BEM system matrix,

while smaller, is dense and nonsymmetric [74]. Direct or iterative solvers take longer in

this case. Iterative solvers are accelerated using the fast multipole method to mitigate

this disadvantage [73]. The integrals in the FEM are simpler to evaluate than the BEM.

As shown, the FEM integrals amount to integrating the Lagrangian shape functions or

its derivatives [36]. This reduces it to a sum almost immediately due to the shape function

properties. The BEM requires integration of the Green’s function, which includes integrating

singularities when x = y. For our specific case, the BEM is expected to outperform the

FEM after introducing curvilinear elements and the FMM acceleration [73, 121]. We note

the form in (5.4) combined with the shape functions is sensitive to noise or error, i.e., an ill-

conditioned linear system. Our chosen boundary integral form does not have this sensitivity

and is discussed later.

5.3 Boundary integrals

The FEM shares many concepts with the BEM as they are related. The main difference

appears in the derivation of the BEM. From earlier with (2.10), we formed the boundary

integral equation (BIE) using Green’s identity. As shown in Ref. [119], the BIE derivation
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is similar to the FEM. However, it requires knowing the fundamental solution, i.e. Green’s

function G, that satisfies (5.5) for linear operator L.

L(G) = δ. (5.5)

When L = ∇2, the 3-D Green’s function is given by (5.6).

G(x,y) =
1

4π‖x− y‖
. (5.6)

It is due to (5.5) that we may write a boundary integral solution [74]. Using Green’s identity

(2.9), Φ(x) is directly represented in (5.1) as the sum of the particular and homogeneous

solution to the Poisson BVP. That is, the Poisson equation is decomposed to the open-

boundary Poisson equation and closed-boundary Laplace equation. Φ is the composition

of φ and ψ, or the sum for the linear operator case. This allows separate treatment in our

implementation. We focus on ψ for the rest of this chapter. We call (5.1) the direct boundary

integral equation.

From the direct BIE, we need both boundary conditions, g, h, on Γ [73]. If either is

unknown, we would need to solve (5.1). There are some advantages in that the form easily

includes mixed conditions, i.e. g on Γ1 and h on Γ2 with Γ = Γ1∪Γ2, or linear combinations

ag+bh with coefficients a, b. The implementation would require rearranging the matrix before

solving. There is also inherent physical meaning in the direct BIE since the unknowns are

the boundary conditions themselves [73]. Eq. (5.5) allows an indirect BIE with the ansatz

that a charge distribution on Γ exists which reproduces the boundary conditions [74]. Note

that the ansatz is interpretation dependent and not attached to physical objects [122]. The

single layer and double layer potential from (2.11), (2.12) represent the potential due to this

distribution if they satisfy additional constraints. These potentials must satisfy the boundary
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conditions for a unique interior solution. In addition, ψ must match the correct behavior as

x → ∞ for a unique exterior solution. To further compare the direct and indirect BIE, we

show their behavior as x→ Γ.

5.4 Regularization of the BIE

The behavior of the BIE on Γ is similar for the direct and indirect forms [123]. Our

derivation is given in Appendix A.1 for the indirect BIE in the Cauchy principal value

sense [124]. We provide an intuitive description here. We define Ω ⊂ R3 with at least

piecewise continuous boundary, Γ. The single and double layer operators are given in (2.11)

and (2.12). G(x,y) is singular when x = y, but the single and double layer integrals are

finite [74]. Let x,y ∈ Γ. We can define a spherical surface Γε centered at fixed x with some

radius ε with y ∈ Γ ∩ Γε as shown in Figure 5.1 [8].

Figure 5.1: Depiction of half the sphere Γε with radius ε = ‖x− y‖ around singular point
i = x and y ∈ Γε [8]. To find the principal value, we can integrate the sphere separately in
the limit of ε→ 0.

When ‖x− y‖ > ε, x 6= y and we preserve continuity. When ‖x− y‖ ≤ ε, we consider the

integral over the sphere as ε→ 0. Remember that the indirect BIE assumes a density on the
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boundary that reproduces the BC. We could imagine instead of the singular point charge

σ(y) or η(y), we spread out the singularity onto the surface, so y ∈ Γε and ε = ‖x− y‖. The

singularity concentrates at x as ε→ 0. Considering the single layer potential, G(x,y) = 1
4πε

is constant over the sphere. So, we sum up the singularity, which gives the surface area.

Overall, this goes to 0 as ε→ 0. Similarly, we consider the double layer potential. Now we

must consider n(y) ·∇G, where n(y) = x−y
ε

is not constant. Summing the flux suggests we

only capture half of the singularity [119]. This depends on the surface area, which may differ

if Γ is not smooth. We showed the singular integrals are bounded and its principal value is

simply 1
2

when smooth. If it is locally nonsmooth, we end up with 1− φ
4π

(1− cos θ), which

is really inner solid angle
4π

[119].

5.5 Direct versus indirect BIE

We have established the two main BIE formulations. We consider our requirements in

beam physics. Generally, we wish to know the effect due to the presence of charge. We

know the boundary conditions change via (2.7). The various beamline components output

modified fields as a result. To assess the magnitude, we care most about the interior in the

beam region. We need the field near or on the surface in rare cases. Let’s assume we are

given homogeneous BC, e.g., Dirichlet. The direct form requires knowing Neumann type as

well. We must manipulate the matrix equation after discretization to isolate the known and

unknowns, which can be unnecessarily complicated. In addition, the discretization leads to

essentially two integrations [125]. Considering numerical integration by quadrature, we have

twice as many terms in the sum with half of them unknown. After solving, we then evaluate

with two integrations. The direct form solves for the boundary conditions accurately, but
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we need the evaluation to be efficient. The indirect method solves for the fictitious density

without the algebra. We also evaluate with half the terms compared to the direct form.

When we evaluate somewhere near the surface or outside the structure, the direct form is

more stable than the indirect form [8,74,126]. When on the surface, we want the boundary

condition. Either it is given or the direct form solves for it. When outside the structure, the

direct form already satisfies the radiation condition [125]. In other words, the direct form

may be used for interior or exterior problems without any changes. On the surface, we may

use the given BC or the solved BC, possibly interpolated along the surface. The direct form

allows flexible cases, but the beam must only be in the interior. The particles cannot go

outside the structure, and if near or on the surface, we call that beam loss. The indirect

form efficiently represents the interior region we need. If near the surface, the indirect form

requires additional techniques [127–129].

5.6 Existence, uniqueness, and conditioning

Previously, we assumed a solution exists to the Poisson equation. Fredholm theory states

the solution exists for a linear and compact operator. This section briefly describes the

Laplacian operator in the context of Fredholm theory, following Ref. [130]. For complete,

normed spaces, Λ and Ξ, a compact operator is a linear operator that maps a subset of Λ to a

closed subset of Ξ. In other words, the operator is bounded. The Laplacian is compact [74].
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We defined the layer potential operators earlier. We may now represent ψ when x,y ∈ Γ for

Dirichlet (5.7) and Neumann conditions (5.8).

ψ(x) = −c(x)η(x) +D(η), Dirichlet BC, (5.7)

∂ψ

∂nx
(x) = c(x)σ(x) +

∂S

∂nx
(σ), Neumann BC, (5.8)

c(x) =


1 , if x ∈ Ω−,

1
2

, if x ∈ Γ, Γ smooth,

internal solid angle
4π

, if x ∈ Γ, Γ not smooth.

We implicitly assume σ, η are continuous on Γ. We know that G is singular, but as shown

earlier, the integral is uniformly bounded and equicontinuous. Thus, the integral operators

are uniformly bounded, equicontinuous, and compact. The Fredholm alternative theorem

shows a unique solution exists as stated in Theorem 5.1 [130].

Theorem 5.1 (Fredholm alternative). Let X be a Banach space, and let K : X → X be a

compact operator. Then the equation (λ − K)x = y, λ 6= 0 has a unique solution x ∈ X if

and only if the homogeneous equation (λ − K)z = 0 has only the trivial solution z = 0. In

such a case, the operator λ−K : X 1−1→
onto
X has a bounded inverse (λ−K)−1.

If we have a compact operator, there exists a unique solution to (λ−K)x = y. This form is

also known as a Fredholm integral equation of the second kind.

Since we are concerned with the numerical solution, we also must consider the condition-

ing of the linear system. As mentioned in Chapter 4, the boundary element method gives a

linear system of form Mx = b. The condition number is defined by,

κ(A) = ‖A‖ ·
∥∥A−1

∥∥.
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The condition number indicates the effect on the result due to a small change in the input.

In terms of error, an ill-conditioned problem or large κ is sensitive to errors due to approx-

imation. A well-conditioned or small κ approaching 1 indicates low error sensitivity. We

have shown (λ−K) is bounded for (5.7), (5.8) and Theorem 5.1 shows the inverse must be

bounded. From the definition of κ, this suggests the condition number is also finite. Using

the conducting sphere as an example linear system from the BEM, we show the resulting con-

dition numbers in Table 5.1 as the sphere is more finely discretized using flat panel elements.

For this example, the matrix size is n, where n is the number of elements.

Table 5.1: Condition Number vs. Matrix Size n for Perfectly Conducting Sphere

n Dirichlet DL Neumann SL Dirichlet SL
80 2.8911 2.8671 1579.5
320 2.9116 2.9333 2624.7
1280 2.9512 2.9681 20561.
5120 2.9748 2.9851 1.604×106

We can see the second kind integral equations, Dirichlet double layer (DL) and Neumann

single layer (SL), asymptotically tend to O(1) as n→∞. However, the conditioning of the

Dirichlet SL which is a first kind integral equation, rapidly degrades with n. For the BEM,

it is crucial for the condition number to be bounded. For our purpose, the indirect Dirichlet

double layer and Neumann single layer operators demonstrate good behavior. In addition,

we expect the wellposedness to minimize the number of iterations for our iterative matrix

solver [131].

5.7 Discretization

The integral operator is compact and the BIE of the second kind is well-conditioned. We

discretize the operator by splitting the surface into a mesh of triangular surface elements,
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Γ =
n⋃
j=1

Γj and apply the operator to Γj. This gives the discrete BIE in (5.9) with c(x) as

defined earlier.

ψ(x) = −c(x)η(x) +
n∑
j=1

∫
Γj

∂G

∂ny
(x,y)η(y) dΓ(y),

∂ψ

∂nx
(x) = c(x)σ(x) +

n∑
j=1

∫
Γj

∂G

∂nx
(x,y)σ(y) dΓ(y).

(5.9)

To numerically solve (5.9), we must make some assumptions for σ, η on Γj. For instance, we

can assume they are constant on Γj which gives the flat panel collocation method where we

only need to integrate ∂G
∂n

for the system matrix [73]. This assumption has strict limitations

and tends to give low accuracy solutions [74], which is discussed in Chapter 6. The Galerkin

discretization is mentioned in the context of the FEM. In general, the Galerkin discretization

is well-behaved and highly accurate [36, 125, 132]. However, it requires the trial function, v

in (5.2). For the BIE, the Galerkin method requires an additional surface integration of a

trial function [74, 133]. This implies four integrations on Γj in (5.9), which is approximated

using numerical integration. We chose the Nyström method where the surface integral is

directly discretized using quadrature [130].

Quadrature approximates the integration by a sum of function evaluations multiplied by

weights,
∫

Γ
f(x) dΓ ≈

∑m
i=1wif(xi) [134]. The implementation requires summation of point-

like evaluations on Γj and the accuracy of the integration is determined by the quadrature

rule [135], i.e. choice of nodes xi and weights wi, and m. We assume the quadrature converges

as m→∞. The Nyström method approximates (5.9) as (5.10).

ψ(x) ≈ −c(x)η(x) +
n∑
j=1

m∑
k=1

wjk
∂G

∂ny
(x,yjk)η(yjk),

∂ψ

∂nx
(x) ≈ c(x)σ(x) +

n∑
j=1

m∑
k=1

wjk
∂G

∂nx
(x,yjk)σ(yjk),

yjk ∈ Γj.

(5.10)
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The original Nyström method interpolates, e.g., η, using the form (5.11).

η(x) =
1

c(x)

[
−ψ(x) +

n∑
j=1

m∑
k=1

wjk
∂G

∂ny
(x,yjk)η(yjk)

]
. (5.11)

The main reason for choosing the Nyström method is the point-like pairwise summations of

the Green’s function [130]. The Nyström provides a middle ground between the compute-

intensive, high-accuracy Galerkin method and the point-like, but low-accuracy flat panel

collocation method [74].

We have shown the boundary integral form has many benefits for our intended applica-

tion. The indirect form is also more efficient than the direct form when only considering

Ω−, sufficiently away from Γ. Fredholm integral theory shows the second kind BIEs have

many desirable properties for the numerical solution [130]. In particular, the wellposedness

suggests low error sensitivity and fast convergence for iterative solvers [136]. Finally, we

chose the Nyström discretization because of its compatibility with the FMM as well as being

less compute-intensive than the Galerkin method while providing comparable accuracy [74].

The BEM error is mostly due to surface discretization and numerical integration [73]. We

next show the flat panel discretization of Γ has significant limitations and discuss high-

order interpolation schemes. Also, many BEM implementations use Gaussian quadrature

to approximate the integrals in the system matrix [137]. However, this requires a flexible

representation of the surface elements, which is difficult to implement for surface elements

embedded in 3-D [138, 139]. In many cases, the elements are determined using fixed order

polynomials, for instance using B-splines or Lagrangian shape functions [140, 141]. Our

implementation allows for a variable element order representation using Vandermonde-like

parametrization.



CHAPTER 6

HIGH ORDER DISCRETIZATION

This chapter discusses the high-order discretization scheme used in our fast BEM im-

plementation. Each element Γi is parametrized to the unit triangle with local coordinates

(u, v), shown in Figure 6.1.

v

u

(a) (b)

Figure 6.1: Unit triangle for (u, v)-parametrization. The three vertices are shown in (a) as
red dots with local coordinates indicated. The ordering of nodes for e = 4 is shown in (b),
bottom left to top vertex.

Higher element order requires more nodes. The assumed node ordering is shown in figure

6.1b with e = 4. The global coordinates for each node are given as Cartesian triplets,

x = (x1, x2, x3). The outward unit normals for each node is given as n(x) = (n1, n2, n3).

We form a polynomial mapping between the global and local coordinates. Each element

is described by three polynomials, P(u, v) = (P1, P2, P3) where e, the polynomial degree,
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is the element order. The usual polynomial parametrization uses the Lagrangian shape

functions as with the FEM. However, since we use integrals containing ∂G
∂n

, we need normals

with accurate direction and length along the surface. Normals from the shape functions are

somewhat difficult to extract and are not well-reproduced. We examined several techniques

which address interpolation of the normals. In this chapter, we start by discussing the need

for high-order elements. We also discuss analytical quadratic and cubic elements. We derive

our variable order polynomial parametrization. We discuss a suitable quadrature. We show

the accuracy of the interpolation and quadrature and finally discuss some of the known

limitations.

6.1 Interpolation

Interpolation is the process of fitting given data y to some function, y = f(x). In 3-D,

we fit a surface to the data set, (xi, yi). The interpolated surface must pass through the

given data, i.e. f(xi) = yi. In contrast, the approximated surface satisfies |f − y| ≤ ε for

small ε. For our purpose, the approximate surface is not expected to reproduce the normals

adequately as the approximation may introduce artificial smoothness. We focus on the in-

terpolation requirements. Interpolating a small object such as a surface or solid is commonly

needed in graphical applications. Many CAD programs use parametric descriptions for mod-

eling. Models are described using NURBS (non-uniform rational basis splines) among other

entities [142]. Splines mainly parametrize an object using control points combined with

Bernstein polynomials [143]. Splines give good approximations but often do not satisfy the

interpolation conditions and introduce artifical smoothness [144]. Splines perform well for

graphics but do not guarantee accurate normals. In particular, given the nodes with outward

unit normals forming a triangular element, we wish to reproduce a continuous (C0) surface
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satisfying the interpolation conditions with continuous tangent planes. This is known as

geometric continuity G1.

6.2 Limits of flat panels

The flat panel element is considered to be e = 0. Clearly, flat panels cannot reproduce the

curvature nor form G1 elements. While simple to implement, the discretization introduces

significant error. Figure 6.2 compares the discretized spheres using 80 elements versus 1280

elements. Figure 6.3 shows the percent error in the area versus the number of flat panel

elements for a sphere with radius 0.1 and a cylinder with radius 0.1 and length 0.1 in

arbitrary units.

(a) 80 elements (b) 1280 elements

Figure 6.2: A sphere discretized with flat elements. Visually, the discretized sphere ap-
proaches the actual sphere.
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Figure 6.3: The percent error in area from discretizing a sphere R = 0.1 and cylinder
R = 0.1, L = 0.1 using flat panels. The error appears to converge to 10−3.

Appearance-wise, the discretized sphere converges to the actual sphere. From figure 6.3, the

minimum expected error using flat panels is O(10−3) with n ∼ 105. Chapter 8 discuss the

flat panel error in the BEM.

6.3 Analytical derivations of parametric elements

We skip e = 1 since linear elements give similar results to constant elements. Instead, we

consider quadratic elements, e = 2. In Ref. [145], the author shows an analytical solution for

quadratic elements. With x = (x1, x2, x3) ∈ γ, where γ denotes a smooth triangular patch,

we look for polynomials of the form (6.1),

x(u, v) = a00 + a10u+ a01v + a20u
2 + a11uv + a02v

2. (6.1)
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We adjust the derivation in Refs. [145,146] slightly to fit the unit triangle in Figure 6.1. Let

the vertices x and associated outward unit normals n be denoted by,

x1 = x(0, 0), x2 = x(1, 0), x3 = x(0, 1),

n1 = n(0, 0), n2 = n(1, 0), n3 = n(0, 1).

To start, consider a single curve. The equation for a quadratic curve between x0 and x1,

with d = x1 − x0 and c is unknown, is given by,

x(u) = x0 + (d− c)u+ cu2.

We may interpret c as a curvature parameter. We require the normals to be perpendicular

to the tangents at the endpoints x0,x1. In other words,

n0·
dx

du

∣∣∣∣
u=0

= 0, n1 ·
dx

du

∣∣∣∣
u=1

= 0,

dx

du
= d + (2u− 1)c,

⇒


n0 · (d− c) = 0

n1 · (d + c) = 0

,
⇔

nᵀ
0

nᵀ
1

 c =

 nᵀ
0d

−nᵀ
1d

 .
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We solve this using the generalized inverse. Since the system is small, we build the inverse

directly.

A† = lim
α→0
{A∗A + αI}−1A∗,

⇒

nᵀ
0

nᵀ
1


†

=

(
n†0 n†1

)ᵀ

,

= lim
α→0

(
n0 n1

)
1

(1 + α)2 − b2

1 + α −b

−b 1 + α

 ,

=


1

1− b2

(
n0 n1

) 1 −b

−b 1

 , if b 6= ±1,

1
2

(
n0 ±n0

)
, if b = ±1,

b ≡ n0 · n1 = nᵀ
0n1.

Thus, we can define a function for c as follows. For simplification, first let,

ν ≡ n0 + n1

2
,

∆ν ≡ n0 − n1

2
⇒ b = n0 · (n0 − 2∆ν),

∆b ≡ n0 ·∆ν ⇒ b = 1− 2∆b,

d ≡ d · ν, ∆d ≡ d ·∆ν.

After some algebra, we get (6.2).

c(d,n0,n1) =


∆d

1−∆b
ν +

d

∆b
∆ν , if b 6= ±1,

0 , if b = ±1.

(6.2)
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Now we consider the triangular patch. Let dij ≡ xj−xi and cij ≡ c(dij,ni,nj) as defined

in (6.2). The equations for the three edges of the triangle are

x(u, 0) = x1 + (d12 − c12)u+ c12u
2,

x(0, v) = x1 + (d13 − c13)v + c13v
2,

x(u, 1− u) = x3 + (d32 − c32)u+ c32u
2,

d32 + d13 = d12.

(6.3)

Evaluating the general form along the edges, the coefficients in (6.4) must match with (6.3).

x(u, 0) = a00 + a10u+ a20u
2,

x(0, v) = a00 + a01v + a02v
2,

x(u, 1− u) = a00 + a01 + a02,

+ (−a01 − 2a02 + a10 + a11)u,

+ (a02 − a11 + a20)u2.

(6.4)

After equating the coefficients and solving, we end up with,

a00 = x1,

a10 = d12 − c12,

a01 = d13 − c13,

a20 = c12,

a11 = c12 + c13 − c23,

a02 = c23.

After substitution to (6.1), we get the form (6.5).

x(u, v) =x1 + (x2 − x1 − c12)u+ (x3 − x1 − c13)v,

+ c12u
2 + (c12 + c13 − c23)uv + c23v

2.

(6.5)
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We have defined a form suitable for quadratic elements. We assume the variation along an

element is small and may be described using e = 2. Note by including the normals, the

patch may be described by three nodes and normals.

Continuing to e = 3, we found another analytical solution from Refs. [147,148]. However,

the performance is lacking in our tests. In this case, we form a tensor product of two cubic

curves on the triangular element mapped to a unit square. Following the procedure from

Ref. [148], we start with the curve between x1 and x2 and 0 ≤ u ≤ 1. We also require the

normals to be perpendicular to the tangents at the endpoints.

x(u) = a0 + a1u+ a2u
2 + a3u

3,

x(0) = a0, x(1) = a0 + a1 + a2 + a3,

a1·n1 = 0,

(a1+2a2 + 3a3) · n2 = 0.

In Ref. [148], the authors make an approximation where the normal is parallel to the second

derivative, d2x
du2
∝ n. This simplifies the system considerably and gives the following.

a2 = αn1,

a3 =
1

3
(βn2 − αn1).

With this approximation and some algebra, we can solve for the coefficients α, β and fully

describe (u).

α =
(x2 − x1) ·

[
n1(n2 · n2) + 1

2
n2(n1 · n2)

]
2
3
(n1 · n1)(n2 · n2)− 1

6
(n1 · n2)2 ,

β =
−(x2 − x1) · n2 − 1

3
α(n1 · n2)

2
3
(n2 · n2)

.
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This also allows us to describe the unit normal using curvature K(u) [148].

n(u) = sgn(u)
K(u)

‖K(u)‖
,

K(u) =
1∥∥dx

du

∥∥2

[
d2x

du2
−

dx
du
· d2x

du2∥∥dx
du

∥∥2

dx

du

]
.

The sgn function always chooses the sign such that the orientation is maintained. Returning

to the triangular element, we may parametrize in u any two joined edges using the above

equations. Once the parametric curves is known, we may form another parametric curve in

v spanning across the element, giving the tensor product. To integrate, the final step is to

map coordinates to the unit square, using the following.


u = r + s, v =

s

r + s
, if r + s 6= 0,

u = 0, v = 0 , if r + s = 0.

This procedure is inefficient. Due to the tensor product, you would ultimately get a nonic

polynomial (e = 9) or a nonic patch. For practical implementation, we tested the 3rd order

Taylor expansion of the nonic patch or truncated cubic below.

We compare both approaches in Ref. [9]. We test a spherical triangle as a single element

and collectively using the flat elements forming a discretized sphere. We compare the inter-

polated centroids and corresponding unit normal versus the actual entities. We evaluate the

centroid and unit normal at (1/3, 1/3) for the quadratic patch and equivalently (2/3, 1/2)

for the nonic and truncated cubic patch. We also check the computed area using the area

element
∫∫ ∥∥∂x

∂u
× ∂x

∂v

∥∥ dudv. The spherical triangle is formed by picking 3 points in the first

octant of a sphere centered at (0, 0, 0) with radius R and forming the corresponding spher-

ical arcs. This prevents an angle > π
2

between the normals. The spherical triangle area is
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given by R2(A + B + C − π) where A,B,C are the interior angles. The spherical triangle

parameters are given in Table 6.1.

Table 6.1: Spherical Triangle Parameters

Vertices
(8.93, 4.49, 0.27)
(3.08, 6.60, 6.85)
(8.63, 0.54, 5.02)

Center (7.75, 4.37, 4.56)
Radius 10
Area 28.970

Figure 6.4 compares the parametrizations on the spherical triangle, shown in green. As

shown in figure 6.4b, the nonic patch (blue) has a slight deviation, but the truncated cubic

(red) does not interpolate the element. Table 6.2 gives the percent errors on the spherical

triangle. We show the L2-norm in the case of the centroid and unit normal. Table 6.2 shows

high percent error on all indicators for the truncated cubic. Since the truncated cubic does

not interpolate the surface, the error in unit normal is inconclusive. Table 6.2 also shows

the quadratic patch performs slightly better than the nonic patch.



66

(a) Quadratic patch (blue) (b) Nonic patch (blue) and truncated cubic
(red)

Figure 6.4: Comparison of parametric patches on the spherical triangle (green) given by
Table 6.1 [9]. In Figure 6.4a, the quadratic patch (blue) deviates slightly in the center. In
Figure 6.4b, the patch using a nonic polynomial (blue) vs. its truncated cubic (red) deviate
significantly in this case.

Table 6.2: Percent Errors On Spherical Triangle

% error in centroid % error in normals % error in area
Quadratic 0.79 0.44 -0.33
Nonic 1.63 6.49 1.53
Truncated cubic 4.19 30.5 13.6

We consider practical elements by applying the parametrizations on a discretized sphere.

Due to computational limits using the nonic patch, we could only apply the quadratic and

truncated cubic form. Figure 6.5 shows the standard deviation between the x-component

of the computed and actual centroids and unit normals versus the number of elements.

We found the behavior is similar for x, y, z. The error bound is decreasing rapidly for the

quadratic patch. However, the truncated cubic patch maintains a relatively high error.

Figure 6.5b shows the unit normals from the truncated cubic form does not meet our needs.
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Figure 6.6 shows the area percent error versus number of elements. The truncated cubic

patch behaves about the same as the flat panel elements while the quadratic patch gives

better results. When we compare runtimes versus number of elements in figure 6.7, the

times for the quadratic and truncated cubic rapidly increase due to the integration time.

(a) Centroid vs. number of elements (b) Unit normal vs. number of elements

Figure 6.5: Standard deviation in the difference of (6.5a) the centroid and (6.5b) the unit
normal [9]. The error bound for the quadratic patch quickly shrinks until M ∼ 5000.

Figure 6.6: Percent error in the area vs. number of elements for the flat panel, quadratic,
and truncated cubic parametrization [9]. The truncated cubic gives essentially the same
error as the flat panel discretization.
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(a) Overall runtime (b) Construction vs integration runtime

Figure 6.7: Runtime comparison between the different methods [9]. Overall, quadratic and
cubic are similar due to the integration step.

From our results, the analytic cubic form does not work for our needs. The computed

points and unit normals tend to have a high error and perform about the same as flat panel

elements. However, the analytic quadratic form from Ref. [145] works extremely well. We

can expect the runtime to improve when we use an efficient integration scheme.

6.4 Higher-order interpolation

From our results, we found an analytical solution for an interpolating polynomial with

e = 2. However, this is the limit for analytical solutions. Instead, from Ref. [149], we may

build a Vandermonde-like rectangular matrix M including the unit normals. In general,

M is ill-conditioned, but we numerically solve it using singular value decomposition (SVD),

described in Appendix B.1. In Refs. [150,151], the authors discuss surfaces with Pythagorean

normal fields or PN surfaces, defined below.

Definition 1. Let X be a real algebraic surface in R3 and let us denote by np ∈ S2 a unit

normal vector on sphere S2 at regular point p ∈ X . Then the δ-offset Oδ(X ) of X is defined

as the closure of the set {p± δnp | p ∈ X}.
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If X is rational with x : R2 → R3 its parametrization, the parametrized form of the offset

is x(u, v) ± δnx(u, v). The surface is called a rational PN surface if ‖xu× xv‖2 = σ2 with

rational function σ(u, v) [150]. We may also say if a rational normal field exists, we may

interpolate a rational PN surface of parametric form. As defined, we may find a general

parametric surface. The parametrization is more fully explored in Ref. [149] with polynomial

PN surfaces instead. We start with a polynomial parametrized surface x(u, v). In Ref. [149],

the authors define Γ(x1, · · · ,xk) as the Gram determinant or area element for R2. For

polynomial vector fields and regardless of parametrization, the area element has Γ(xu,xv) =

f 2Γ(n) for non-zero scalar f(u, v). If we start with a kth-degree polynomial normal field

n(u, v) such that ‖n(u, v)‖2 is a perfect square, we must have a polynomial area element.

Also, given n, we can find polynomial vector fields xu,xv such that (6.6) are satisfied.

xu · n = 0,

xv · n = 0,

∂xu
∂v
− ∂xv

∂u
= 0.

(6.6)

In Ref. [149], the authors continue by showing how they can interpolate the surface x(u, v) by

first interpolating n(u, v). In their examples, they chose stereographic projection. However,

as stated, the parametrization is freely chosen.

For our case, we are given k Cartesian nodes b and outward unit normals n on a surface

embedded in R3 sufficient to form a polynomial P(u, v) of degree e. We assume the nodes

are matched with corresponding (u, v) on the unit triangle such that distortion is minimized.
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We wish to satisfy the following conditions for l = 1, · · · , k. We need to consider every

component, d = 1, 2, 3, separately due to the change in dimensionality of the conditions.

a ≡ (a1, a2, a3),

Pd(u, v) =
e∑
i=0

i∑
j=0

ad,i−j,ju
i−jvj, (6.7a)

nd(ul, vl) = nd,l, (6.7b)

Pd(ul, vl) = bd,l, (6.7c)

Pu · n(u, v) = 0, (6.7d)

Pv · n(u, v) = 0. (6.7e)

Eq. (6.7a) gives the general polynomial form for each component. We evaluate this to form

the interpolation matrix that satisfies the conditions (6.7b)−(6.7e). The Vandermonde-like

properties come from condition (6.7c). The procedure in Ref. [149] starts with finding an

interpolated normal field n(u, v). This would lead to two matrices to solve, first giving a

polynomial n(u, v) using (6.7b), then P(u, v) using the rest. Note the matrix is generally

square for n(u, v) and rectangular for P(u, v). Eqs. (6.7d) and (6.7e) imply it is possible

to evaluate extra nodes (u, v) such that the second matrix is square. In practice, we found

this caused significant distortion, though this may depend on choice of extra nodes. In the

end, we decided to form only the rectangular system M without n(u, v) and solve for P(u, v)

from (6.7c)−(6.7e). M is formed by ordering columns and filled-in zero elements such that
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ad,i−j,j is a single unknown vector of length m = 3
(
e+2

2

)
= 3(e+1)(e+2)

2
. The matrix equation

is shown in (6.8).

uilv
j
l ≡ I3×3 u

ivj
∣∣∣∣
u=ul,v=vl

,

uivjnl,u ≡
[
n1,l n2,l n3,l

]
∂uivj

∂u

∣∣∣∣
u=ul,v=vl

,

Ma = b,

u0
1v

0
1 u1

1v
0
1 u0

1v
1
1 · · · u1

1v
e−1
1 u0

1v
p
1

...

u0
kv

0
k · · ·

u0v0n1,u · · ·
...

u0v0nk,u · · ·

u0v0n1,v · · ·
...

u0v0nk,v · · ·




a1

...

am

 =



b1,1

b2,1

...

b3,k

...

02k×1


. (6.8)

We call this normal vector field (NVF) interpolation. We consider the minimum number

of nodes to form P. From Ref. [149], we prescribe an oth-degree polynomial for n(u, v), where

k =
(
o+2

2

)
. For order e, P has 3

(
e+2

2

)
coefficients. From (6.8), M is 5

(
o+2

2

)
× 3

(
e+1

2

)
. M is

solvable if 5
(
o+2

2

)
≤ 3
(
e+1

2

)
. Solving the minimum case with positive root, we get (6.9).

o =

⌊
1

10

(
−15 +

√
5
√

5 + 12p+ 12p2
)⌋

. (6.9)

We have the minimum number of nodes for eth-order elements. Eq. (6.9) does not work

for e = 3 because the corresponding n(u, v) is inaccurate. As a final note, we address the

orientation for the unit normal n. We choose the outward normals, but the corresponding
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sign is unclear. To choose the correct sign, we must compare a computed normal direction

against another vector. We assume the given normals always point outwards and an element

does not have widely varying normals. We choose the sign from the dot product between a

computed normal and the mean of the given normals.

6.5 General quadrature

We have derived a method to interpolate high-order elements for e ≥ 4. We must

consider a suitable quadrature to apply Nyström discretization. Quadrature takes the form,∫
f(x) dx ≈

∑
iwif(xi). Commonly, Gaussian quadrature is used due to its efficiency and

accuracy. However, Gaussian quadrature is originally derived for 1-D integrals of the form,∫ 1

−1
f(x) dx. Any interval [a, b] may be changed to [−1, 1] through a change of variables as

shown below. ∫ b

a

f(x) dx =
b− a

2

∫ 1

−1

f

(
b− a

2
x+

a+ b

2

)
dx.

Another common alternative is trapezoidal quadrature, also derived for 1-D. To apply to

2-D, Fubini’s theorem is used to form double sums to approximate the surface integral, thus

retaining the properties from the 1-D form. To illustrate the performance, we reproduce an

example from Ref. [130] in Table 6.3. Table 6.3 gives the Nyström error for a 1-D integral

equation of the second kind (6.10) with λ = 50.

λx(t)−
∫ 1

0

estx(s) ds = y(t). (6.10)

Table 6.3 shows slow convergence for the trapezoidal quadrature but rapid convergence for

the Gaussian-Legendre quadrature. We can expect this behavior with higher dimension
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integrals using Fubini’s theorem. However, there are some practical complications due to

using triangular elements.

Table 6.3: L∞-error for (6.10) using Nyström method and trapezoidal (T) or Gaussian-
Legendre (GL) quadrature. n is number of terms in the quadrature. GL quadrature performs
significantly better.

nT ‖x− xn‖∞
2 5.44×10−3

4 1.37×10−3

8 3.44×10−4

16 8.61×10−5

nGL ‖x− xn‖∞
1 9.81×10−3

2 2.18×10−4

3 1.86×10−6

4 8.47×10−9

5 2.39×10−11

The Nyström method for surface integrals and Fubini’s theorem leads to
∑a

i

∑b
j over an

element, where a, b are number of terms in the quadrature. The Nyström method requires

interpolating the density from (5.11) and evaluating where needed if the quadrature nodes

change in the sum. To avoid the additional integration, we fix the quadrature nodes. If

there are c elements, a Nyström BEM matrix row would have c · a · b elements. To maintain

uniqueness, we would need d = ab evaluation nodes per element. We may equate the

evaluation nodes with the interpolation nodes. However, if the interpolation and quadrature

node set coincide, we get additional singularities in the BEM matrix. The quadrature rule

must be selected to avoid that. Let’s consider using quadrature over a triangle. Ref. [152]

mentions the surface is oversampled using a tensor product quadrature formula, which results

from Fubini’s theorem and a = b. The problem is constructing the set of d points that

maintains the convergence from Gaussian quadrature on a triangle and having d = (o+1)(o+2)
2

,

where o comes from (6.9). In Refs. [152]− [153], the authors discuss using the Fekete points,

which are the Gauss-Lobatto points for [−1, 1] in 1-D. The Fekete points are shown to improve

the conditioning and accuracy of quadrature, much like with Gaussian quadrature [152]. In

addition, the Fekete points may be found in any domain and polynomial degree. The Fekete
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points are defined such that they maximize the determinant of a Vandermonde matrix [152]

for a given polynomial. Several algorithms, e.g., Ref. [154], are proposed to find the Fekete

point set in general as optimization problems. Unforunately, these are not computationally

feasible for our purposes.

With our interpolation method, we need to know what nodes to select a priori to avoid

intersections between interpolation and quadrature node set. Gaussian quadrature weights

were originally derived based on the point set which minimizes the polynomial interpolation

error using 1-D Lagrange basis functions [134]. Using orthogonal polynomials and their

roots, such as Legendre polynomials, gives the rapid convergence in the quadrature. We

may consider the same strategy using Lagrange polynomials. The general derivation for

the weights starts with the Lagrange basis functions. In Ref. [155], the authors derive a

quadrature rule for the integral over [−1, 1]× [−1, 1] and map to Bézier triangles. The nodes

are chosen using a Newton-Cotes rule, which is described in Ref. [156]. To find a general

method on a triangle, we use a similar derivation for the quadrature weights with the 2-D

Lagrange basis functions on the triangle and bypass the mapping. To prevent additional

singularities, we must find interpolation and quadrature node sets without common points.

Some possible sets for quadrature include the roots of Lobatto and Chebyshev polynomials.

We follow Ref. [157], where the authors symmetrically map the Lobatto polynomial roots

onto the triangle for interpolation. We instead use the pth-order Chebyshev nodes on [0, 1],

ci, with the same symmetric mapping to (u, v). The formula for the nodes and the mapping is

given in (6.11). The Chebyshev nodes are the roots of the 1-D Chebyshev polynomials of the

first kind [158]. The node set provides stable quadrature weights for 1-D integration [134,158].
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That is, the weights are positive and sum to 1. This is not strictly true after the mapping.

However, our tests show this node set is adequate for our quadrature up to p = 20.

ci(p) =
1

2

(
1 + cos

(
π(2i+ 1)

2(p+ 1)

))
, i = p, · · · , 0,

u =
1

3
(1 + 2cj − ci − ck),

v =
1

3
(1 + 2ci − cj − ck),

i = 1, · · · , p+ 1, j = 1, · · · , p+ 2− i, k = 1, · · · , p+ 3− i− j.

(6.11)

When p = 3n, n = 1, 2, · · · , the middle quadrature node coincided with our interpolation

node. Before computing the Lagrange basis, we shift the quadrature node uc by k(uc+1−uc),

where uc+1 is the next node and k = 1/10. We choose the factor k based on empirical stud-

ies. While not optimal, we have derived a general high-order interpolation and quadrature.

Now that the nodes are selected, we compute the weights using the Lagrange interpolating

polynomial formed from Lagrange basis functions li(u, v).

f(u, v) ≈
n∑
i=1

li(u, v)fi,∫
f(u, v) dudv ≈

n∑
i=1

wifi,

⇒ wi =

∫
li(u, v)dudv.

Even though we selected the Chebyshev roots, the mapped nodes did not display optimal

convergence. We did notice the weights tended to be positive until higher orders. The flex-

ibility of the interpolation and quadrature is necessary to implement a high-order Nyström

BEM.
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Our implementation involves integrating polynomials. The quadrature is sufficient for

applying Nyström discretization. We use (6.12) to map the unit triangle to the unit square.

∫ 1

0

∫ 1−u

0

f(u, v) dvdu =

∫ 1

0

∫ 1

0

(1− u)f(u, (1− u)v) dvdu. (6.12)

Using the change of variables and interpolation polynomial P(u, v), our integral becomes,

∫
f(y)dΓ =

∫ 1

0

∫ 1−u

0

P(u, v)‖n(u, v)‖dvdu,

=

∫ 1

0

∫ 1

0

P(u, (1− u)v)‖n(u, (1− u)v)‖(1− u)dvdu. (6.13)

Using this form, the discrete BEM equation is given in (6.14) where c is the number of

elements, d is the number of quadrature nodes per element, xi : i = 1, · · · , cd are the

interpolation nodes, yk : k = 1, · · · , cd are the quadrature nodes, wj are the quadrature

weights, and all terms are collected under a single sum.

ψ(xi) = C(xi)η(xi) +

∫
Γ

∂G

∂ny
(xi,y)η(y)dΓ(y),

= C(xi)η(xi) +
c∑

k=1

∫ 1

0

∫ 1

0

(1− u)
∂G

∂nk
(xi,yk(u, (1− u)v))‖nk(u, (1− u)v)‖η(yk)dvdu,

= Ciηi +
cd∑
j=1

w′j
∂Gij

∂nj
ηj. (6.14)

Eq. (6.14) has all terms under a single sum, so we may precompute all nodes and weights

w′j ≡ wj‖nj‖ after interpolating the elements. The factor (1− u) is included in the weights

wj when computing
∫
lj(u, v)dvdu. This simplifies our implementation when setting up the

matrix and helps when accelerating the solver using the FMM since we only consider nodes
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rather than elements. Ultimately, we implement (6.14) to form the complete system matrix

equation for η, shown below with m ≡ cd and
∂Gij

∂ny
≡ Gij,ny .

ψ = Mη,

ψ1

ψ2

...

ψm


=



C1 + w′1G11,ny w′2G12ny · · · w′mG1m,ny

w′1G21,ny C2 + w′2G22,ny

...

...
. . .

w′1Gm1,ny · · · Cm + w′mGmm,ny





η

η2

...

ηm


.

6.6 Performance of the interpolation and quadrature

The NVF interpolation procedure works for e ≥ 4. When e = 2, the quadratic patch has

better performance. So, our implementation uses the quadratic patch when e = 2 and the

general interpolation when e ≥ 4. To use e = 3, the NVF interpolation requires o = 2 from

(6.9). The corresponding matrix system is ill-conditioned but gives acceptable accuracy in

the interpolation.

Table 6.4: Triangular Surface Vertices For Each Interpolation Test Function.

Function Triangle vertices (x,y)√
1− x2 − y2 (0.01, 0.02), (0.3, 0.02), (0.01, 0.4)

−x4y3 − x2 + xy + y (−0.2,−0.1), (−0.2, 0.4), (0.5,−0.1)

cos(x3) sin(y2) (−π
6
,−π

6
), (−π

6
, π

6
), (π

6
,−π

6
)

To test the NVF interpolation, we choose three functions,
√

1− x2 − y2, −x4y3−x2 +xy+y,

cos(x3) sin(y2) over a small triangular surface. The vertices are given in Table 6.4. We test

this scheme against Vandermonde interpolation with only coordinates using SVD to control
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the conditioning in both cases. We compare the behavior of the interpolated quantities using

the maximum difference over a triangular grid of 3403 points on three analytical surfaces.

Figures 6.8, 6.9, and 6.10 show the comparison over the surfaces with Tol being the SVD

tolerance.

Figure 6.8: Comparison of basic Vandermonde interpolation (left) and the NVF interpolation
(right) using the maximum difference on a triangular grid on a spherical triangle, R = 1.
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Figure 6.9: Comparison of basic Vandermonde interpolation (left) and the NVF interpolation
(right) using the maximum difference on a triangular grid on a polynomial surface, z(x, y) =
−x4y3 − x2 + xy + y.
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Figure 6.10: Comparison of basic Vandermonde interpolation (left) and the NVF interpo-
lation (right) using the maximum difference on a triangular grid on a trignometric surface,
z(x, y) = cos x3 sin y2.

To compare the analytical and interpolated quantities, we test the difference in the coor-

dinates and the angle between normals as well as the conditioning. We show the maxi-

mum absolute difference in z as it displays the highest error of the coordinates. Overall,

Vandermonde interpolation shows better stability than the NVF interpolation. While the

conditioning grows faster, the SVD truncates the smallest singular values and maintains the

accuracy up to order 20.

We implement two versions of the interpolation. For Chapter 8, we use the Vandermonde

interpolation unless stated otherwise. We set the SVD tolerance at 1×10−10. The integration

requires mainly the length of the normal at different positions. The normal direction is
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sensitive to the errors in position. In the BEM, we require accurate normal direction for

∂G
∂n

. We have established a possible quadrature rule for general polynomials. We wish to

compare against Gaussian-Legendre quadrature for an analytical case. We chose to integrate

the functions, f(x, y) = −x4y3−x2 +xy+ y and f(x, y) = cos(x3) sin(y2), on a unit triangle

mapped to the unit square [0, 1]×[0, 1] by (6.12). The integral is then (6.13) with P(u, v) = 1.

Figure 6.11 compares the quadrature behavior. We checked the integral with and without

the change of variables and confirmed they are equivalent.
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Figure 6.11: Comparison of the quadrature with mapped symmetric Chebyshev roots and
Gaussian-Legendre quadrature. Integral is transformed from the unit triangle to the unit
square.

From our tests, the high-order interpolation and quadrature on the triangle lose some accu-

racy when the order is greater than 9. Our cases of interest do not need higher element order
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than 10, so this is acceptable. The Fekete point set is promising, but there is no feasible algo-

rithm for finding the set in general yet. The general techniques we have described allow our

implementation to form flexible algorithms compatible with the fast multipole-accelerated

Nyström discretization.



CHAPTER 7

POISSON INTEGRAL SOLVER WITH CURVED SURFACES

We develop the Poisson Integral Solver with Curved Surfaces (PISCS) for the study of

high-intensity beams in arbitrary structures. PISCS applies the Nyström boundary element

method accelerated by the fast multipole method to solve the Poisson equation with com-

plicated boundaries. Figure 7.1 gives a condensed flowchart of the program.

Figure 7.1: The flowchart of PISCS. There are four major blocks based on runtime: Initial-
ization and element setup, computation of the modified boundary conditions, solving the
linear system to match the BCs, and evaluating the density. Finally, the output potentials
and fields are summed and written to files with negligible runtime.
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PISCS is written in COSYScript for COSY Infinity v9.2 from Michigan State University (ht

tp://bt.pa.msu.edu/index_cosy.htm) [89]. The package may be found on the NICADD

Beam Physics Code Repository (http://niu.edu/beamphysicscode/). We assume COSY

has been installed and setup correctly. At this point, the COSY beam physics package is

separate from PISCS. A manual and examples are on the NICADD Beam Physics Code

Repository for more details on usage. In this chapter, we describe the implementation

and discuss using the Poisson BVP for solving the equations of motion. Note PISCS uses

the Cartesian coordinate system based on the structure, not the beam. This is relevant

when discussing the merge with beam physics tracking codes. In the transverse case, we

assume the structure’s longitudinal axis is aligned with the beam’s longitudinal axis, which

gives the same transverse coordinates. This comes from cylindrically symmetrical transport

designs [6]. We discuss some approaches to evaluating the BEM near the surface. We identify

some bottlenecks and parts that are parallelized. We explain how to combine PISCS with

the space charge package, COMFY [46], and discuss integrating PISCS into the 3-D FMM

symplectic tracking code, PHAD, [7].

7.1 PISCS Input

The parameter file is an ASCII text file where each line is a parameter (default is

parameters.dat). The format is given in Figure 7.2.

http://bt.pa.msu.edu/index_cosy.htm
http://bt.pa.msu.edu/index_cosy.htm
http://niu.edu/beamphysicscode/
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1: Temporary folder
2: Particle (or evaluation points) input file
3: Source species (Filename for multispecies, else keywords)
4: Structure file
5: Clustering parameter q (Default= 0.05)
6: FMM executable
7: FMM order p
8: Boundary element order e
9: Boundary condition type

10: Boundary conditions (file or number)
11: Preconditioning (Optional)
12: Field type (Optional)

Figure 7.2: PISCS input file format. Each parameter is on a separate line. Optional param-
eters can be left blank.

The temporary folder stores all temporary files and must exist. The default is ./tmp/. The

particle file contains all the positions in Cartesian coordinates with one line per particle.

The source species may be a filename for multispecies where each line is the charge of the

corresponding particle. Otherwise, the following keywords may be used.

1. protons

2. electrons

3. positrons

4. antiprotons

5. targets

Most are self-explanatory. targets means the particle positions are BEM evaluation points

and assume no charged particles in the region.

The structure file gives the number of elements and nodes per element according to the

ordering in chapter 6. We assume the correct number of nodes per element is given for the

prescribed element order. The first line is the number of elements. Each line afterwards

contains the position and unit normal of a node. There is the option to input ASCII .stl
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files, but this is restricted to flat elements and not recommended. The procedure to generate

the structure file requires the program gmsh. gmsh is an open source high order finite element

mesh generator and further details may be found in [159,160] (http://gmsh.info/). We use

gmsh to either form or manipulate structures from CAD files and generate high order surface

meshes. The gmsh mesh order and our element order e match, but the number of nodes

per element is different due to including normals in our formulation. The node ordering is

also different. A COSYScript program, gmshparser.fox, is included in the PISCS package

for the normal vector field interpolation. gmshparser.fox converts gmsh’s .msh format

to PISCS’s format. We recommend a high order in gmsh for your desired element order.

Use the program gmshrearrange.fox for Vandermonde interpolation without normals. For

gmshrearrange.fox, the gmsh order is the same as the PISCS order. Constant and linear

order are treated as constant and output flat panel elements. An optional scaling factor

scales all the dimensions (default=1). The default for the output file is struct.dat. The

format for the the structure file is shown in figure 7.3. Each element block is comprised of

the necessary nodes.

# elements(
x y z nx ny nz

)]
# nodes per element

# elements

Figure 7.3: Format for structure file. First line is the number of elements.

The clustering parameter q controls the maximum number of targets in a neighborhood

for any box and determines the level of subdivision in the adaptive FMM. If q ≥ 1, q

is the number of particles. If q < 1, then it is the fraction of total number of particles.

http://gmsh.info/
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The clustering parameter is only used when computing the modified boundary conditions.

Otherwise, we set q such that the maximum number of targets in a neighborhood is ≤ 1000

to speedup the BEM solver and evaluation. The FMM executable refers to an external

program called fmmcpp written to construct the octree files for the adaptive FMM. The

program is written in C++ and the latest stable source code plus makefile is packaged with

PISCS. fmmcpp must have been compiled beforehand. The boundary condition (BC) types

are Dirichlet (0 or keyword Dirichlet) by default and Neumann (1 or keyword Neumann).

The boundary conditions may be a filename containing the BC values for each corresponding

node in the structure file or a number which assumes constant BC. The preconditioning flag

is optional (0 for none, 1 to compute an initial guess with low order FMM). The field type

is electrostatic (E) or magnetostatic (B). The default is electrostatic.

7.2 Computing the nodes and weights

PISCS first reads in the parameters and sets up the elements. If e = 0, 1, each element

consist of its centroid and the mean unit normal. If e > 1, PISCS performs the interpolation

as discussed in Chapter 6 with DA variables (du, dv) = (u, v). This allows us to use the COSY

DA operations. From the interpolation polynomials P(u, v), we compute the interpolation

and quadrature nodes for every (u, v) according to the corresponding rule. Similarly, the

normals at the nodes are computed as needed. The lengths is stored with the quadrature

weights. PISCS computes the quadrature weights using Lagrange basis functions. However,
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we could not find a suitable general-order derivation for the basis functions on the unit

triangle. Instead, since the basis function property requires,

`j(ui, vi) = δij,

`(u, v) ≡


`1(u, v)

...

`n(u, v)

 ,

we may form the Vandermonde system for n nodes,

Pe(u, v) ≡
(

1 u v · · · u1ve−1 u0ve
)
,

Pe(u1, v1)

...

Pe(un, vn)

 a = I.

where a are the coefficients, I is the identity matrix, and invert using singular value decom-

position. Then, `(u, v) = Pe · a gives the vector of 2-D basis functions. We assume the

element order is small for our purposes. The method may be used for high order, but it

rapidly grows inefficient as e > 5. The basis functions are integrated on the unit triangle

to compute the quadrature weights. We used a modified adaptive Runga-Kutta integrator

from the COSY beam physics package for accuracy [89]. The integrator is modified to in-

tegrate the 2-D Lagrangian basis functions on the unit triangle by Fubini’s theorem [134].

The transformation (u, v)→ (u, (1−u)v) allows integration over the unit square. This setup

gave acceptable performance for tolerance of ε = 10−10. From (6.14), the integral requires

wj‖nj‖, which can be stored together as w′j.
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7.3 Implementation

We have precomputed the quadrature quantities including the area element. Some mod-

ifications are made to the multipole expansion and P2P procedures from [7] to accomo-

date the different kernel function, ∂G
∂n

, but the translation operators are the same. For the

FMM to work with GMRES, we structure the summation similar to the Coulomb potential,∑
j qjG(x,yj). However, rather than charges, we have the trial density vector η from the

solver. ∂G
∂n
w′j takes the place of the expanded kernel function. The rest is straight-forward.

Using the techniques from chapter 6, we form a square Nyström matrix of size number of

points × number of elements which ensures a unique density. We next discuss some known

issues and limitations of PISCS. PISCS is formulated such that the boundary conditions and

the output potentials and fields are in SI units.

7.3.1 Near boundary evaluation

We addressed the singular integrals on Γ. However, the indirect BEM gives an unstable

evaluation near the boundary due to near-singular integrals. Since we form a discrete density

η, the resultant quadrature Q of integration I is subject to the error in each term of the

sum. The error in the solution is bounded by something of the form [134],

|I −Q| ≤ C
n∑
i=1

|η(yi)− ηi|
∣∣∣∣ ∂∂nG(x,yi)

∣∣∣∣.
where C is an arbitrary constant. If a quadrature term has a large jump, i.e. the singularity,

so does the error bound. In this case, the jump comes from ∂G
∂n

when x = yi while |η(yi)− ηi|

remains finite and nonzero. To illustrate the instability, figures 7.4 and 7.5 shows density
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and vector plots at the center slice of a sphere and an ideal quadrupole. We show the

difference between the theoretical and BEM results using constant, quadratic, and cubic

elements. We note regions where the difference is large, particularly near Γ. The error is

somewhat mitigated using higher order elements, extending the accurate region. However,

only increasing element order is somewhat inefficient for this issue, so we researched other

possibilities.

(a) Constant elements (b) Quadratic elements (c) Cubic elements

Figure 7.4: Difference in potential for a PEC sphere. While the interior shows small dif-
ference, we see significant differences near the surface (black line). These differences shrink
somewhat as element order increases.

(a) Constant elements (b) Quadratic elements (c) Cubic elements

Figure 7.5: Difference in fields for an ideal long quadrupole. The actual surface used is
a cylinder (solid black line). Some of the equipotentials (dashed black line) are shown for
reference. An accurate region is evident where the norm of the difference is small and expands
as element order increases.
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While we came across other methods, we considered two possibilities to resolve the instability.

These are the locally-corrected Nyström (LCN) and quadrature by expansion (QBX). LCN

requires solving a linear system to find a kernel function near the singularity that reduces

the quadrature error [127,161,162]. The corrected kernel is used when near a singularity and

the regular Green’s function otherwise. LCN has not reached an optimal level that we may

implement, so we put it aside. QBX requires an expansion away from a singularity before

evaluation, which fits our implementation based on a preliminary study [163,164].

The locally-corrected Nyström method replaces the kernel function K in the quadrature

with a corrected kernel L at specific nodes.

∫
f(y)K(x, y) dy ≈

∑
i

wif(yi)K(x, yi)→
∑
i

wif(yi)L(x, yi).

While the optimal derivation of L is an open topic, the authors in Ref. [162] mention finding

L such that a known set of variables giving the near field is correct for specific samples. The

known set is represented by basis functions B, so the condition is,

∑
i

wiBk(yi)L(x, yi) =

∫
Bk(y)K(x, y) dy .

If the number of points and basis functions are equal, we form a square matrix equation

for wiL(x, yi). In Ref. [162], the authors state the accurate integration of
∫
Bk(y)K(x, y) dy

costs the most operations in this formulation. Using variants of Gaussian quadrature in

Ref. [162], the authors demonstrate the effectiveness of the local correction. However, we

expect the LCN to be inefficient for our implementation at this time.

Quadrature by expansion for the BEM is introduced by Ref. [163]. We know the quadra-

ture gives accurate results sufficiently away from Γ. The accuracy is maintained by forming

a local expansion sufficiently away from Γ before evaluation. In Ref. [163], the authors show
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the high accuracy region depends on the tolerance ε and grid spacing h. The authors in

Ref. [164] further expand on Ref. [163] and combines the FMM with QBX. Somewhat re-

cent, the authors in Ref. [10] extend QBX further to several elliptic equations of form Lφ = 0,

φ = f on Γ, named quadrature by kernel-independent expansion (QBKIX). A schematic of

the setup is shown in Figure 7.6 [10].

Figure 7.6: Schematic of QBKIX [10]. Panel L on Γ is discretized with Gauss-Legendre
nodes. c = x − δn is chosen away from boundary and an equivalent density is matched on
∂Bc

R for evaluation.

The basic steps to evaluate at x lead to interpolating a density on an equivalent boundary

around the expansion point c. However, this requires solving an ill-conditioned least squares

system to match an equivalent boundary. In Figure 7.6, the equivalent boundary is ∂Bc
R and

the evaluation region is inside Bc
δ . The error at each stage of QBKIX is shown in figure 7.7.
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Figure 7.7: Error of each stage in QBKIX near Γ [10]. (a) shows the regular quadrature,
(b) shows after splitting the particular panel L to refine the quadrature, and (c) shows after
evaluating the matched density from ∂Bc

R

The QBKIX algorithm has additional optimizations for evaluation sets [10]. QBX and related

variants have great potential for us, but we have not fully explored these concepts at this

time. Details on convergence and error with QBX may be found in other works such as

Refs. [165, 166]. In this work, we note that the expansion should be easily done with DA

methods as it bears striking similarity to a translation operator in the FMM. The near

boundary evaluation should not significantly affect our goal in this work.

7.3.2 Redundant collocations

When discretizing a structure, every element must share at least one edge. Following the

closed Newton-Cotes rule, we specify several collocation nodes including the edges where we

match the boundary condition. Any element sharing the edge similarly shares the collocation

nodes. This leads to redundant rows in the system matrix and inflates the size, particularly

with high order elements. We could identify the unique nodes, but then we must adapt the

quadrature rule, which currently only considers the interior of an element. Clearly, we lose

significant accuracy by simply reducing the quadrature order to fit the unique collocation
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nodes. Without the reduction, we lose the uniqueness of the density. We wish to note here

that this also is a limiting factor for the high-order discretization. However, it is not a

significant issue for this work since we consider element orders < 10.

7.3.3 Parallelization

Although PISCS is not optimally parallelized, we identified and parallelized some major

bottlenecks. The modified Runga-Kutta integrator allowed some parallelization by subdi-

viding the outer integral and using MPI. Since we transformed to the unit square, we may

integrate over either variable first. From some tests, we found subdividing the outer integral

displayed more stable speedup. The FMM is parallelized in Ref. [7] and retained in PISCS.

In GMRES, the major bottleneck is the matrix-vector product in the outer and inner loops,

which is accelerated by the FMM. The second major bottleneck comes from other dot prod-

ucts when projecting the Krylov basis vectors. We formulated these using COSY’s intrinsic

routines which turned out faster than a rough parallelization.

In addition, we added various utility functions for general use with matrices and vectors.

A major bottleneck when using high-order elements comes from the polynomial interpola-

tion matrix. The high-order elements require large, sparse matrices for interpolation and

to compute the 2-D Lagrangian basis functions for the quadrature weights. The SVD al-

gorithm used for matrix inversion is not optimized nor parallelized. The Lagrangian basis

functions are computed once and require only one matrix inversion, which is not significant.

However, the NVF interpolation requires the normals on each element, which changes the

interpolation matrix and needs the SVD for each element. The SVD takes longer as the

matrix size grows due to element order. While higher element order suggests fewer elements,

the increased runtime does not optimally scale. The Vandermonde interpolation without
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normals does not have this problem. Instead, the interpolation matrix is the same for all

elements and is inverted by SVD once. We apply the inverse to each coordinate set. The

runtime is significantly less for high-order elements. At this time, we have not parallelized

the interpolation, but the Nyström quadrature is parallelized through the FMM. We next

discuss applying PISCS combined with solving the equations of motion.

7.4 Combining space charge and the beam-wall interaction

We have combined Nyström discretization and high-order interpolation to reduce the

discretization and quadrature error. PISCS computes the potentials and fields from the

static beam-wall interaction for arbitrary structures whereas the image charge approach

requires a simplified geometry [49]. We have given the equations of motion in (3.1). We can

combine an integrator with our potentials and fields to solve the EoM. First, we explain the

relativistic connection between BCs in the lab and beam frame. We briefly outline Strang

splitting, the space charge transfer map extraction, and describe the integration of PISCS

with COMFY. We also briefly discuss integrating PISCS with the 3-D FMM tracking code,

PHAD.

We primarily deal with relativistic situations. We must consider the Lorentz boosted

quantities between the lab frame (unprimed) and beam frame (primed). We boost in z

along the beam axis, i.e. β ≈ βz. We assume the static boundary conditions are given in

the lab frame and the longitudinal field component is zero. We also assume the output is
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given in the lab frame. The boosted electromagnetic fields may be found in Ref. [35]. The

electrostatic BC are,

φ′ = γφ,

E ′x = γEx, E ′y = γEy,

B′x =
γβ

c
Ey, B′y = −γβ

c
Ex.

Using scalar potential, the magnetostatic BCs are,

φ′M = γφM ,

E ′x = −γβ
c
By, E ′y =

γβ

c
Bx,

B′x = γBx, B′y = γBy.

We find something similar using vector potential where A⊥ = 0, Az 6= 0. We mainly require

a factor of γ in both cases between frames. We boost the relevant boundary conditions to

the beam frame before computing the change due to the charges. We simply combine this

with the unit conversion. Similarly, we boost back at the end when converting to SI units.

Using DA methods and fixed point iteration, we may integrate the equations of motion

[43]. If the motion is described by two PDEs, the solution of the sum is approximated by a

composition of the individual solutions as shown [7,46].

dz1

ds
= g1(z1; s)→ z1(s) = f1(s),

dz2

ds
= g2(z2; s)→ z2(s) = f2(s),

⇒(z1 ◦ z2)(s) = f1

(s
2

)
◦ f2(s) ◦ f1

(s
2

)
+O

(
s3
)
.
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This is known as Strang splitting [167, 168] and corresponds to composition of the maps,

i.e. zf (s) = M(zi(s)) = (M1( s
2
) ◦ M2(s) ◦ M1( s

2
))(zi(s)). Strang splitting has quadratic

convergence [169]. The COSY beam physics package [89] solves (3.1) using a DA-based

integrator [43] for several common transport elements and produces Taylor expansions of the

transfer map. For general cases, COSY integrates using Runge-Kutta methods, which are

outlined in Appendix B.2. In principle, to solve the equations of motion including the beam-

wall interaction, we run an integrator for each particle after computing and summing the

self potential and fields with the boundary contribution. We discuss a practical alternative.

In Ref. [46], the author combines the transverse space charge kick with several COSY

built-in beamline elements using Strang splitting. In Ref. [46], the author computes the

space charge using two approaches, the method of statistical moments (MoM) and the fast

multipole method. Once the potentials and fields are computed, the transverse space charge

kick is given by integrating the transverse part of (3.1). In Refs. [46,170], the authors describe

how the MoM and FMM are used to compute the 2-D potentials and fields for a beam in

the COSY space-charge package COMFY. The FMM uses the nonadaptive 2-D version of

the algorithm from Chapter 4 and Ref. [7]. The nonadaptive FMM subdivides the region

evenly. In areas of dense clusters, the algorithm requires more direct summations, which

ultimately scales like O(N logN) [75, 171]. Even so, the nonadaptive FMM is sufficient for

the transverse case. The FMM kick is computed using the linear approximation described

later. The moment method summarized next represents the space charge kick as a transfer

map. For full details, we refer to Ref. [46].

We assume the beam’s charge density is expressible as an expansion of smooth continuous

functions with unknown coefficient [46]. The method of statistical moments assumes a

statistical distribution exists which is represented by the given charges [172]. In our case,

the particles in the beam are samples of the charged density distribution, similar to the

Vlasov approach [30]. Any statistical distributions may also be represented by its moments
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up to some order [46,173]. If two distributions have the same moments, they are considered

statistically identical [173]. The moments are given below where f(x, y) is the distribution

function [46]. For point charges f(x, y) = δ(x− xi)δ(y− yi), so the moments become a sum.

Mnm =

∫ xu

xl

∫ yu

yl

xnymf(x, y) dx dy ,

⇔Mnm =
∑
i

xni y
m
i .

Similarly, we can Taylor expand f(x, y) with unknown coefficients and match the moments.

This ultimately gives a matrix equation for the Taylor coefficients [46].

∑
i

xni y
m
j =

∑
ij

Tij

∫ 1

−1

∫ 1

−1

xn+iym+j dx dy .

Note the bounds are chosen to minimize numerical errors [46]. The ill-conditioned matrix

is solved by singular value decomposition [46]. There are other steps involving scaling and

Duffy transform [46], but at this point, we could compute the usual Coulomb potential as

its Taylor expansion around (x0, y0) where Dnm are the scaled Taylor coefficients.

φ(x0, y0) =
∑
nm

Dnm

∫ a

−a

∫ a

−a
xnym ln

(√
(x− x0)2 + (y − y0)2

)
dx dy .

In COSY, φ is Taylor expanded as a DA object around the reference trajectory r0. Similarly,

the fields are also DA objects. Integrating the motion due to the space charge potentials and

fields for the reference particle gives a zero-length Taylor expansion of the kick or a space

charge map [46]. Composing the space charge map and element map with Strang splitting

thus adds the space charge kick for the beamline elements. In addition, we apply normal

form analysis to extract different effects due to space charge [11,46].
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We can extract the self-consistent space charge transfer map from simulation, opening

new possibilities in the field of beam physics [11, 170]. We perform normal form analysis

to study some effects in space-charge dominated beams [11]. We can combine the map

extraction method with just about any tracking code. We use the space charge map from

the MoM to track the transverse beam motion [11]. We also combine the space charge map

with the FMM [11]. The MoM and FMM necessarily produce slightly different trajectories

due to approximations [171], so we check that the map extraction procedure itself smooths

out the differences. Each element includes a single space charge kick at its center assuming

open boundary conditions. To emphasize the space charge effect, we limit the beamline

element maps to first order and computes the space charge kick up to eighth order [11].

When we previously compared the MoM and FMM [171], the results at the same space

charge order are comparable. The space-charge dominated beam parameters are given in

Table 7.1 for all runs [11].

Table 7.1: Space-charge Dominated Beam Parameters

Species Proton
No. of particles 5000
Energy [MeV] 5
Shape Ellipse
Initial spatial distribution Uniform
Initial maximum radius [m] 0.001
Initial angle distribution Uniform
Initial maximum angle [rad] 0.03
Initial emittance (X,Y) [m] (7.63 , 7.50)

We chose the number of particles, N = 5000, for speed and acceptable accuracy. We use

two test cases, an imaging triplet of quads and a periodic FODO cell to study some aspects

of multi-particle beam dynamics. The triplet we set up consists of an outer drift, quad (Q1),
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inner drift, quad (Q2), inner drift, quad (Q3), and outer drift. The system parameters are

given in Table 7.2 [11] and its first order map is shown in (7.1) [11].

Table 7.2: Imaging Triplet System Parameters

Aperture radius [m] 0.08
Outer drift lengths [m] 0.25
Inner drift lengths [m] 0.15
Q1 length [m] 0.2
Q2 length [m] 0.2
Q3 length [m] 0.2
Initial Q1 [T/m] 0.65525
Initial Q2 [T/m] -0.66566
Initial Q3 [T/m] 0.65525

MTriplet =



−1 3.20× 10−14 0 0

5.69 −1 0 0

0 0 −1 −1.91× 10−14

0 0 −4.39 −1


. (7.1)

To illustrate the motion, we show a ray trace of the system without space charge in Figure

7.8 [11]. We draw 3 independent rays in the X-Z and Y -Z projections using the transfer

map. We include an extra end drift of 6.25 cm to show the focal point at z = 1.4 m. The

extra drift is not included in our maps [11].
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(a) X Projection (b) Y Projection

Figure 7.8: Imaging triplet rays without space charge. Focal point is at z = 1.4 m [11].

We fix the settings and increase the representative current of the beam with fixed particle

number to isolate the space charge effects. The triplet shows interesting behavior with

current. The map elements (x|a) and (y|b) are almost zero with the given settings but grow

significantly with current from Figure 7.9 [11].

(a) (x|a) vs. Current (b) (y|b) vs. Current

Figure 7.9: Behavior of (x|a) and (y|b) vs. current in the imaging triplet, as calculated by
the moment method and the fast multipole method [11].
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(a) (x|x3) vs. Current (b) (y|y3) vs. Current

Figure 7.10: Behavior of (x|x3) and (y|y3) vs. current in the imaging triplet, as calculated
by the moment method and the fast multipole method [11].

We also show the behavior of the third order geometric aberrations (x|x3) and (y|y3) as a

function of current in Figure 7.10 [11]. Since the system map is limited to first order, the

third order aberrations are due to space charge [11]. The FMM predicts a slightly stronger

self-field, which is seen in previous testing [171]. This is likely due inclusion of collisional

forces which are negligible in the MoM [11]. Space charge appears to inflate (x|x3) until

around 0.25 A before reversing direction and becoming negative.

(a) X Projection (b) Y Projection

Figure 7.11: Imaging triplet rays w/ current = 1.5 A [11]. The focal point has shifted to
z = 1.43 m in X-Z and to z = 1.44 m in Y -Z.

The focal point shifts at 1.5 A in Figure 7.11 [11]. Although subtle, the focal point is now

around z = 1.43 m in X-Z, Figure 7.11a, and z = 1.44 m in Y -Z, Figure 7.11b, indicating
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slight astigmatism. The shift of the focal point is also observed due to third order terms in

the system elements if included, which are spherical aberrations [11]. The maximum width

of the rays are increased slightly and the rays split at the point of maximum width. The

split appears in both projections to different extents. So, a ray in Y -Z shifts in X and vice

versa, which explains the extra trajectory. This split seems to come from nonlinear coupling

introduced by fourth order space charge terms [11]. To reduce or eliminate the effect of space

charge, we fit the quad gradients for each current to match our desired parameters. We give

priority to preserving the imaging property. We fit the quad gradients with the condition of

only minimizing (x|a) and (y|b). The quad gradients steadily grew with current as shown in

Figure 7.12 [11].

(a) Fitted Q1 vs. Current (b) Fitted Q2 vs. Current

Figure 7.12: Behavior of quad gradients vs. current in the imaging triplet after fitting for
imaging, as calculated by the moment method and the fast multipole method [11].

Figure 7.13 plots the absolute value of (x|a) and (y|b) [11]. (x|a) and (y|b) oscillate between

positive and negative values when using the FMM. The deviation from 0 increases by about

two or three orders of magnitude in (x|a) and four or five orders of magnitude in (y|b). The

self-field appears stronger in Y than X, leading to the larger increase in (y|b). The peak at

0.6 A in (x|a) appears due to difficulty in minimizing (x|a). We can also see fitting to the

MoM is generally smoother than for the FMM. Most likely, this is due to the inclusion of

collisional forces.
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(a) (x|a) vs. Current (b) (y|b) vs. Current

Figure 7.13: Behavior of (x|a) and (y|b) vs. current in the imaging triplet after fitting, as
calculated by the moment method and the fast multipole method [11].

The behavior of (x|x3) and (y|y3) after fitting is shown in Figure 7.14 [11]. The third order

aberration (x|x3) shows different behavior than before, as the two results start to diverge

around 0.3 A. We found this is due to the different quad fits between the MoM and FMM [11].

When using the settings found with the MoM, the FMM predicted similar (x|x3) and (y|y3)

but (x|a) and (y|b) increased by seven orders of magnitude. For (y|y3), both methods predict

the aberration behaves similar to Figure 7.10b.

(a) (x|x3) vs. Current (b) (y|y3) vs. Current

Figure 7.14: Behavior of the geometric aberrations (x|x3) and (y|y3) vs. current in the
imaging triplet after fitting, as calculated by the moment method and the fast multipole
method [11].

The ray diagram for 1.5 A after fitting is shown in Figure 7.15 [11]. Figure 7.15 shows the

fitted quad gradients are overcompensating. The focal points are now around z = 1.37 m in
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X-Z and z = 1.35 m in Y -Z. The maximum width is slightly less than in Figure 7.11, but

the split in the ray is still present.

(a) X Projection (b) Y Projection

Figure 7.15: Imaging Triplet rays w/ current = 1.5 A after fitting the quads for imaging [11].
The focal points are at z = 1.37 m in X and z = 1.35 m in Y .

The FODO cell consists of one half quad (Q1), inner drift, full quad (Q2), inner drift,

and one half quad (Q1). The system parameters are shown in Table 7.3 [11] and the first

order map is given in (7.2). We choose to match the system to a horizontal and vertical tune

away from resonance and study its behavior [11].

Table 7.3: FODO Cell System Parameters

Aperture radius [m] 0.08
Inner drift lengths [m] 0.15
Q1 length [m] 0.1
Q2 length [m] 0.2
Initial Q1 [T/m] -0.39045
Initial Q2 [T/m] 0.39045
Horizontal tune 0.1362
Vertical tune 0.1362
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MFODO =



0.656 0.425 0 0

−1.34 0.656 0 0

0 0 0.656 .951

0 0 −.599 0.656


. (7.2)

Settings for the quads in the FODO cell are easily found such that the calculated tunes

almost perfectly matched our chosen parameters. Its behavior changed significantly with

higher intensity. From Figure 7.16, the deviation in the horizontal and vertical tune rapidly

increases with current, displaying greater rate in the vertical [11]. For µx, the system stays

periodic until 0.5 A, where the tune becomes imaginary. µy’s periodicity is lost around 0.3

A. Both the MoM and FMM predict the same tune. The differences displayed in the triplet

map elements suggest small deviation between the two methods, which would be negligible

in calculating the tune.

(a) Space charge induced horizontal tune shift
vs. Current

(b) Space charge induced vertical tune shift
vs. Current

Figure 7.16: Tune shift due to space charge from tune = 0.1362 vs. current in the FODO
lattice, as calculated by the moment method and the fast multipole method [11].
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(a) Q1 vs. Current (b) Q2 vs. Current

Figure 7.17: Behavior of the quad gradients vs. current in the FODO lattice after fitting to
the desired tune, as calculated by the moment method and the fast multipole method [11].

We fit the quad gradients of the FODO Cell by matching the calculated tune to our desired

tune in figure 7.17 [11]. Matching the tune grew difficult as current increased. Vertical

stability is lost around 0.3 A. To preserve stability, we allowed for higher tune fitting tolerance

[11]. The MoM and FMM give essentially identical results.

We showed some of the potential from the space charge map extraction method. We

compared the MoM and FMM for the transverse space charge kick using COMFY [46]. The

two methods give similar results with small differences at high currents. These indicate

the collisions in the FMM versus the mean-field nature of the MoM [11]. For the spher-

ical aberration, we found large discrepancy due to the different settings. The triplet case

showed imaging properties are lost rapidly due to space charge, particularly as the spherical

aberrations grew. The FODO cell loses its stability rapidly as the space charge increases,

particularly in the vertical plane. When the cell is re-fitted, the bare tunes cannot be recov-

ered exactly. The space charge map analysis shows great potential for designing new systems

to control high-intensity beams [11]. We next consider including the beam-wall interaction.

Earlier, we assume a short kick and the linear approximation to solve (3.1) combined

with the FMM. If needed, we increase the number of kicks per element to reduce the length.

Ref. [46] shows the convergence as number of kicks increases. Strang splitting and the linear
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approximation are used to include additional effects for the University of Maryland Electron

Ring (UMER) [46]. The geomagnetic fields and image charges contribute additional forces

as straight nonzero-length kicks. In Ref. [46], the author computes the image charge kick

assuming a cylindrical pipe in the 2-D approximation. Using PISCS, we can compute the

analogous potentials and fields for general geometries and solve the EoM. At high-energy or

for short kicks, the evolution for a, b over path length ` is approximately,

af = ai + `a′,

bf = bi + `b′.

In general, a′, b′ from (3.1) are coupled through p0
ps

. The linear approximation is only valid

when m2η(2+η)

m2
0η0(2+η0)

� a2 + b2 or when the kick length is sufficiently small [46]. The kicks due

to the FMM, geomagnetic field, and image charge are modeled using this approximation.

In contrast, the transfer maps represent the zero-length kick until evaluated. We could

compute the beam-wall kick in the linear approximation and combine with the space charge

kick. However, this breaks quadratic convergence from Strang splitting [169]. Recalling a′, b′

from (3.1), the change in angle is due to the potential and fields in the factors, η,E,B, where

B ∝ E due to relativity. If we compute and sum the potentials and fields prior to integrating,

we perturb the EoM solution but preserve the convergence, where the perturbation is from

the beam-wall interaction. For the FMM, we simply sum the potentials and fields, then

apply the linear propagation. We cannot sum potentials and fields with the space charge

transfer map due to how the MoM Taylor expands the charge density. At the moment, our

indirect BIE form cannot be Taylor expanded to define a self-consistent transfer map. The

map split is given by,

Melem+SC(s) =Melem

(s
2

)
◦MSC(s) ◦Melem

(s
2

)
.
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We add the beam-wall interaction to the potentials and fields in MSC(s) using the FMM

module. Although not directly composed in the map, the distribution is perturbed for later

kicks, which indirectly changes the space charge and the resulting kick. In this way, we

expect to preserve the quadratic convergence from Strang splitting.

7.4.1 PHAD

The program Particles High-order Adaptive Dynamics (PHAD) from Ref. [7] is developed

for particle tracking with space charge. PHAD employs several novel concepts. We briefly

summarize relevant parts here and refer to Ref. [7] for further details. PHAD works in

Cartesian coordinates centered around the beam, so it solves the equations of motion Y

from (2.1) due to the Lorentz force of self-induced and external fields [7]. PHAD is used to

study the time evolution of a high-intensity, charged particle beam. Consider a test particle

in the vicinity of the beam distribution. The forces from nearby particles are sensitive to

small changes in distance and vary rapidly in time. The forces at long range slowly vary

in time and are insensitive to small changes in distance. The long range forces can be

collectively modeled using the mean-field. The equation of motion of the test particle is split

into the near region with small time step and far region with large time step. We can employ

Strang splitting to combine the solutions, which leads to composing alternating solutions for

the near region φ
[1]
t,k and the far region φ

[2]
t,k. The final solution after n time steps with stepsize

h is given below [7].

Yn =φ
[2]
h/2,2n ◦ φ

[1]
h,n ◦ φ

[2]
h/2,2n−1 ◦ φ

[2]
h/2,2n−2 ◦ φ

[1]
h,n−1 ◦ φ

[2]
h/2,2n−3 ◦ · · ·

φ
[2]
h/2,4 ◦ φ

[1]
h,2 ◦ φ

[2]
h/2,3 ◦ φ

[2]
h/2,2 ◦ φ

[1]
h,1 ◦ φ

[2]
h/2,1(Y0).
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PHAD combines three integrators for computing the kicks at different steps to form an

efficient symplectic tracking code. The three integrators employ different forms of the Picard

iteration [99,174,175]. PHAD uses two long range integrators combined with the FMM, one

for odd steps before propagating the particles and another for even steps after propagating

the particles. PHAD uses the third Picard integrator to compute φ[2] at the start of a step.

The basic order is Picard integrator, even step integrator, and odd step integrator. The FMM

steps, L2P or P2P, are not used in PHAD. These are replaced by the Picard iteration, which

propagates the particles in the near region. In Ref. [7], the author demonstrates PHAD’s

efficacy by simulating electron cooling for Jefferson Lab’s Electron Ion Collider (JLEIC) in

the Energy Recovery Linac (ERL) section.

The current version of PHAD solves the 6N coupled relativistic equations of motion using

two fixed step sizes for long and near regions [7]. Similar to space charge, we consider the

beam-wall contribution as a set of additional forces. PHAD uses Strang splitting to insert

the kick from near and far regions. While not done at this time, we plan to merge PHAD

with PISCS to include the beam-wall interaction. In the equations of motion, this amounts

to summation of the fields due to the induced charge before integrating the equations of

motion. The main challenge is understanding which step(s) must include the beam-wall

interaction without losing the symplecticity. In this work, we demonstrate the beam-wall

interaction in the transverse equations of motion using PISCS merged with COMFY.



CHAPTER 8

RESULTS AND ANALYSIS

8.1 Performance

We first study the performance and limits of our implementation, PISCS, in terms of

runtime and memory usage. The perfect spherical conductor is the simplest structure with

an analytical solution including charges to perform this study. We use a 3D Gaussian

distribution of 1000 protons inside a perfect conducting sphere (radius R = 10 m) with

constant potential V = 1 V as our example. Figure 8.1 shows the CAD and example mesh

with 128 elements, e = 6.

Figure 8.1: CAD and mesh of PEC sphere with R = 10 m. Mesh has 128 elements at e = 6.
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While we only show results with Dirichlet boundary conditions in this section, PISCS with

Neumann BC has approximately the same performance. For these tests with particles, we

automatically set the FMM clustering parameter, q, depending on the number of particles,

N . If N ≤ 20000, then q = 0.05N . Otherwise, parameter q = 1000
N

, i.e. each box has at

most 1000 particles. This is to limit the near interactions that slow down the FMM. This

has some issues with small N as shown in Figure 8.3.

The performance depends on two major modules, the setup for high-order elements and

the FMM. We classify PISCS with five major steps in the algorithm.

1. Setup (BCREAD)

2. Free-space Poisson solver (BCCALC)

3. BIE solver (BCMATRIX)

4. BEM evaluation (BCEVAL)

5. Self plus BEM (OUTPUTRES)

The setup in BCREAD computes all the points and normals using the interpolation scheme.

The element order has the most effect here as it determines the size of the Vandermonde

matrix to be inverted. Besides BCREAD and OUTPUTRES, each step requires at least one

FMM call on different sets of points. BCCALC computes the self potentials and fields as well

as the modified BC for the Laplace equation. The self potentials are saved temporarily

until OUTPUTRES. BCMATRIX uses the FMM to accelerate GMRES, so it requires the most

FMM calls. BCEVAL requires one FMM call to evaluate the density η at the desired points.

OUTPUTRES sums the potentials and fields and uses the least amount of time. For our expected

applications, the dominant steps generally are (longest to shortest): BCCALC, BCMATRIX,

BCEVAL, BCREAD, OUTPUTRES. The runtime in each step strongly depends on either number of

elements or number of particles. We breakdown the runtime to explain the major bottlenecks.
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We are concerned with the behavior as element order and element number increases.

Using our example sphere, Figure 8.2 shows the runtime versus number of elements at

various element orders with FMM order 6. We use a single process for runtime unless stated

otherwise. For large M , we only show element orders 0 and 2 due to an issue in Gmsh

occurring for large M , e ≥ 3 as of Gmsh v3.0.6.
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Figure 8.2: Runtime versus number of elements at various element orders. The runtime is
particularly large for e = 2− 7,M = 32, e = 2, 4, 5,M = 128, and e = 2,M = 512, 2048. In
all these cases, runtime for BCCALC is large due to using the unrotated M2L operator with
many translations corresponding to the selected q. The bottom plot shows the parallelization
with respect to number of processes. The reduced efficiency at high M is due to the setup
of the high-order elements, where the interpolation is not parallelized.

We see several spots where runtime is oddly large. In these cases, the time for BCCALC is

large due to the FMM downward pass. This comes from using the unrotated M2L when

the selected clustering parameter leads to many translations. There is a balance between

near and far interactions which is not met for these particular parameters. However, the

general runtime behavior besides these spots match what we expect. While the FMM is
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expected to show linear runtime with N,M , BCMATRIX requires several FMM calls, so our

overall behavior is O(N) + cO(M) where c is the number of iterations in the matrix solver.

The runtime breakdown is more insightful in this case, shown in Figure 8.3.
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Figure 8.3: Runtime breakdown for large M . BCCALC dominates the runtime for small M
and is the major cause of the outliers in figure 8.2 for order 2.

Figure 8.3 shows that BCREAD and BCMATRIX are affected the most by M as expected. BCCALC

is mostly constant since N = 1000 for all tests. There’s a slight dip for e = 2 due to a drop

in the runtime in the FMM downward pass. Runtime around 100 seconds or less is where

BCALC should be. GMRES in BCMATRIX for e = 0 only iterates twice which gives the flat

region at M > 50000. The exact cause is unclear. This behavior is not seen for e = 2,



115

where GMRES does iterate as expected. We measure runtime versus number of particles

with increasing MPI processes to test the parallelization with respect to N , shown in Figure

8.4. We test the parallelization using a high-performance computing cluster.

Figure 8.4: Runtime versus number of particles for element order 2 with increasing number
of MPI processes on a computing cluster (up to 4 MPI processes shown).

Figure 8.4 shows the parallelization with number of particles, N , and number of MPI pro-

cesses. Clearly, the parallelization is not optimal, but the runtime is significantly reduced

with 4 processes. Though not shown, we successfully test up to 32 MPI processes on the

same computing cluster.

We select our boundary integral formulation to be 2nd Fredholm type because of the

upper bounded condition number. The number of iterations in GMRES display this clearly

as the wellposedness functions as a type of analytic preconditioning. Figure 8.5 gives the

number of iterations in BCMATRIX versus number of elements and element order with 2048

elements.



116

●

●

● ● ● ● ● ● ● ●

■ ■ ■ ■ ■ ■ ■ ■ ■ ■

◆

◆

◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆

0 2 4 6 8 10
0

2

4

6

8

10

Order

It
e
ra
ti
o
n
s

M = 2048

● Total

■ Outer

◆ Inner

Figure 8.5: Number of iterations in GMRES versus M and e for M = 2048. The number
of iterations stays mostly constant despite the increase in M and e, i.e. system matrix size.
The prescribed tolerance is 10−3.5.

Figure 8.5 shows the bounded conditioning maintains a relatively constant number of it-

erations in the matrix solver to reach the desired residual of 10−3.5, which is the approx-

imate limit for FMM order 6. Although the number of iterations vary between different

structures, FMM orders, and conditions, Figure 8.5 clearly illustrates the advantage of the

well-conditioned system matrix arising from Fredholm integrals of the 2nd type.

Finally, we test the limits of memory usage in PISCS with MPI processes. COSY allocates

the memory required at start, so all variables and procedures are stored in RAM. While

modifiable, COSY is preconfigured with ∼ 2 GB [89]. The memory usage in PISCS depends

mostly on N,M, e. PISCS ran successfully using the standard COSY configuration with

N ≤ 106 and modest M, e. With modest N , we increase the memory in COSY up to 3.5 GB

for M > 2048, e = 2. PISCS ran out of memory when the matrix size reaches > 3 × 106

at M ∼ 5 × 105, e = 2, though it is possible to continue increasing the memory. We have

tested and presented the overall performance of PISCS. We test accuracy using an example

sphere, a cylinder, and other structures.
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8.2 Accuracy

The perfect conducting sphere with charges is a well-studied problem using the image

charge method [35]. Without charges, the interior has constant potential and zero field

determined by the boundary conditions (BC). The analytical potential φ(x) at observation

point x for a single charge q at y inside the sphere is given by (8.1) for Dirichlet BCs [35].

φ(x) =
q

4πε0

 1

‖x− y‖
−

R
‖y‖∥∥∥x− R2

‖y‖2 y
∥∥∥
+ V. (8.1)

ε0 is the permittivity, R is the sphere radius, and V is the constant potential on the sphere.

For multiple charges, we simply sum (8.1) at all yi, i = 1 · · ·N . Based on (8.1), the potential

in the central XY -plane of the sphere looks like Figure 8.6 without and with charges.

(a) Without charge (b) With unit negative charge

Figure 8.6: PEC sphere with R = 0.1 m, V = 0.1 V (a) without charge and (b) with ∼ 1000
charges, q

ε0
= −1 based on (8.1) in the XY -plane. Position is given in meters. The spherical

surface is indicated by the circle. The units are chosen so that the effects are visible with
modest N .
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Figure 8.6 shows a sphere without and with ∼ 1000 charges, where q
ε0

= −1. The units are

chosen so that the effects show with N ∼ 1000. The field is completely from the charges and

otherwise zero, which is not a good test for the fields from the BEM. We use this picture

to check the accuracy of the potential from the BEM with charge adjusted appropriately.

This test uses the normal vector field interpolation. We choose a sphere with R = 0.1 and

V = 0.1, which looks similar to Figure 8.1. Figure 8.7 shows the potential in the central XY -

plane from PISCS. We see the improvement from the higher element order with small M .

The near boundary evaluation causes the artifacts near the surface as explained in Chapter

7.
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(a) M = 80, e = 0, w/o charge (left) and w/ charge (right)

(b) M = 80, e = 3, w/o charge (left) and w/ charge (right)

Figure 8.7: Potential [V] in XY -plane from PISCS for the PEC sphere with ∼ 1000 electrons
and q

ε0
= −1. Position is given in meters. For these results, we use our NVF interpolation.

The spherical surface is indicated by the circle.

To quantify the accuracy of PISCS for practical use, we evaluate the potential at the location

of the electrons as compared to (8.1). Figure 8.8 shows the percent error for M = 80, 1280.

The element order improves the average error more with small M , but the higher element

order ultimately gives better overall accuracy. PISCS and the NVF interpolation give good

results using the example sphere. We show the practical case with a charged distribution



120

gives acceptable error and the high order elements improve the behavior with a small number

of elements.

Figure 8.8: Percent error for potential at the electrons with M = 80 (top), M = 1280
(bottom). e = 2, 3 show improved average error compared to constant element order with
the higher gain at M = 80.

To test the field accuracy and Neumann boundary conditions, we use an open-ended

cylinder where the normal is known to minimize error in the computed boundary conditions.

This structure looks similar to a Hall axial probe for measuring a quadrupole magnet. The

setup might look like Figure 8.9.
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Figure 8.9: An example configuration for a Hall axial probe inside a quadrupole magnet.

For the following studies, we work in SI units to provide a realistic picture. In this case, we

use PISCS with Vandermonde interpolation to show the two versions behave similarly. The

CAD and an example mesh with M = 224, e = 10 for the cylinder is shown in Figure 8.10.

Figure 8.10: CAD and mesh of cylinder with R = 0.165, L = 1. Mesh has 224 elements at
e = 10. Multipole boundary conditions are placed on the surface.
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We use the analytical scalar potentials and fields for a magnetic defocusing quadrupole and

octupole as our boundary conditions, given in (8.2) and (8.3). We set the gradient g to be

-100 T/m for the quadrupole and -1000 T/m3 for the octupole.

φM(X, Y ) = −gXY,

BX(X, Y ) = gY,

BY (X, Y ) = gX.

(8.2)

φM(X, Y ) = −gXY,

BX(X, Y ) =
1

24
g(3X2Y − Y 3),

BY (X, Y ) =
1

24
g(X3 − 3XY 2).

(8.3)

The cylinder has radius R = 0.165 m and length L = 1 m. The expected central XY -plane

without charges is given in Figure 8.11. Figure 8.12 shows the quadrupole potentials and

fields computed by PISCS without charge. Similarly, Figure 8.13 shows the octupole without

charges. In these tests, we use FMM order 10.
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(a) Quadrupole scalar potential (left) and field (right) in central XY-plane.
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(b) Octupole scalar potential (left) and field (right) in central XY-plane.

Figure 8.11: Expected scalar potential and field of of magnetic (a) quad and (b) octupole
without charges. Position is given in meters.
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(b) M = 224, e = 10

Figure 8.12: Potential [T·m] and field [T] in XY -plane from PISCS for the defocusing quad
with g = −100 T

m
. Position is given in meters. For these results, we use PISCS and Vander-

monde interpolation. The cylinder is indicated by the solid circle and the equipotentials by
the dashed curves.
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(b) M = 224, e = 10

Figure 8.13: Potential [T·m] and field [T] in XY -plane from PISCS for the magnetic octupole
with g = −1000 T

m3 , using PISCS and Vandermonde interpolation. Position is given in meters.
The cylinder is indicated by the solid circle and the equipotentials by the dashed curves.

When element order e = 10, the potentials and fields look almost identical to the theory

except near the surface. The computed octupole displays similar behavior in Figure 8.13.

Near the center, the multipoles have near zero potentials and fields and are most sensitive to

the approximations from the FMM, interpolation, and quadrature in Figures 8.12 and 8.13
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We also scan the potentials and fields along y with X = 0, Z = 0.5 for the quadrupole

and similarly for the octupole with X = 0.033. From (8.2), Figure 8.14 shows the maximum

difference between theory and PISCS for the quadrupole and octupole versus element order

and M within the stable region for the cylinder.
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(a) Quadrupole, max difference for potential (left) and Bx (right) along y-axis, Z = 0.5
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(b) Octupole, max difference for potential (left) and Bx (right) along y, X = 0.033, Z = 0.5

Figure 8.14: Maximum difference between theory and PISCS for (a) quadrupole and (b)
octupole. There is a spike for e = 2, suggesting the approximation error is high, but overall
higher order elements improve the accuracy.

The maximum difference tends to decrease with element order except when e = 2. For

Vandermonde interpolation, element order e = 2 suggests the derivatives are linear, so the

normals from ∂ux× ∂vx have high error and results in the large spike. We also know the

normals and the quadrature have low accuracy for quadratic order from Figs. 6.8-6.11. Even

so, the high-order elements tend to decrease the error up to order 10. We see this a bit more

clearly by looking at the average difference in the central XY -plane, shown in Figure 8.15.
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XY -plane, Z = 0.5
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(b) Octupole, average difference for potential (top left), Bx (top right), and By (bottom) in XY -
plane, Z = 0.5

Figure 8.15: Average difference between theory and PISCS for (a) quadrupole and (b) oc-
tupole.
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The average difference, shown in Figure 8.15, is steadily decreasing with element order.

The behavior is a bit erratic for M = 224. There are some large spikes in error at low

element order. We see the expected overall behavior, where higher element order improves

the accuracy. When M is larger, the behavior is more stable as well.

The previous tests show PISCS with different interpolation methods works with Dirichlet

and Neumann BC and simple structures. However, the BEM algorithm allows arbitrary

structures, which are commonly stored as CAD files. We create various structures in CAD

for study with PISCS. We next show and discuss the results. First, we examine a 10 cm

length sextupole magnet with aperture radius of 2.5 cm based on a design for IOTA. Figure

8.16 shows the CAD for the IOTA sextupole, courtesy of Fermilab. We know the theoretical

potentials and fields for the sextupole, so we discuss the error with no charge present.
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(a) Sextupole magnet
(b) Inner surface w/o coils

(c) Inner surface mesh, M = 2080, e = 6

Figure 8.16: CAD of (a) IOTA sextupole magnet and (b) inner surface without coils. Inner
surface mesh example shown in (c) with M = 2080, e = 6. Current is run through coils such
that the pole tips produce the magnetic field. Inner surface is used in PISCS.

The actual sextupole features coils wrapped around the poles such that the strongest mag-

netic field is produced at the pole tips. The pole tips are shaped to match the equipotentials
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based on multipole theory with some correction for the coils. To form an equivalent situa-

tion with a thin shell, we trace the inner surface of the sextupole without the coils and set a

nonzero potential at the tips. The sextupole potential and field is given in (8.4), where we

set g = −1000 T
m2 .

φ(X, Y ) = −1

6
g(3X2Y − Y 3),

BX(X, Y ) = gXY,

BY (X, Y ) =
1

6
g(3X2 − 3Y 2).

(8.4)

From (8.4), we should get Figure 8.17 in the XY -plane.
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Figure 8.17: Sextupole potential [T·m] (left) and field [T] (right) in XY -plane. Position is
given in meters. The pole tips are indicated by the solid curves.

We compute the Dirichlet boundary conditions using (8.4) at the pole tips and set zero

everywhere else. We compute the potential and fields in a similar way to the cylinder using

Vandermonde interpolation with FMM order 10. Figure 8.18 shows the potentials and fields

in the XY -plane.
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(b) M = 2080, e = 6

Figure 8.18: Potential [T·m] (left) and field [T] (right) for sextupole with no charges from
PISCS with Dirichlet conditions. Position is given in meters. Mesh is based on inner surface
in Figure 8.16. Boundary potential is nonzero only at the pole tips. XY -plane is shown.

The potentials and fields are approaching the theory, so PISCS can handle more realistic

structures. We show the average difference in the central XY -plane in Figure 8.19. Overall,

the accuracy is improving, though the results seem sensitive at certain orders. While the

error is large at e = 2, we can stabilize it by increasing M .
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Figure 8.19: Average difference between theory and PISCS for the sextupole magnet in
XY -plane. Potential (left) and By (right) shown. Overall, the difference is shrinking with
element order.

We demonstrate PISCS behaves as expected in several test cases with some exceptions.

There are some stability issues to understand for particular combinations of element orders,

number of elements, and structures. Overall, the accuracy improves, drastically in some

cases, with high e and small M . We next consider cases that are not as well understood. For

instance, the vacuum pipe housing a beam is studied under a particular set of assumptions

in the ideal case [49,176]. In Ref. [49], the author derived the Laslett coefficients for several

geometries, which describe the image charge forces in, for instance, an elliptic cylinder con-

taining a line of charge along the central axis. When considering a high-intensity beam, the

space charge forces can prevent such a charge distribution. We know cylindrical symmetry

allows cancellation of the image force, but again, small defects or warping may break this

symmetry. We use PISCS to form a picture of the situation for a half-filled and completely

filled vacuum pipe segment with an elliptical cross-section. We assume the potential is zero

on the surface, meaning the boundary conditions are completely due to the beam interaction

with the metal. The pipe has dimensions of Rx = 0.0254, Ry = 0.02, L = 0.1 [m]. The CAD

and an example mesh with M = 384, e = 3 for the elliptic cylinder is shown in Figure 8.20.
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Figure 8.20: CAD and mesh of the elliptic cylinder with Rx = 0.0254, Ry = 0.02, L = 0.1
[m]. Mesh has 384 elements with e = 3. V = 0 V placed on surface.

We use a transverse Gaussian, longitudinally uniform electron beam with N = 5× 104 when

half-filled and N = 105 when filled. Figure 8.21 shows the results in the central ZY -plane.
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(b) Filled, N = 1× 105

Figure 8.21: ZY -plane of elliptic cylinder containing a beam, zero potential on the surface.
Position is given in meters. We use M = 384, e = 3 in PISCS with Dirichlet conditions.
Potential [V] (left) and field [V/m] (right) is shown. The surface is shown by the solid lines.
This depicts the beam frame, where the charges are essentially static. We can see the field
and potential mostly due to the beam die out rapidly away from the charges.

The fields and potentials are mainly due to the beam from the static depiction in Figure

8.21. The strength rapidly drops away from the beam. If we separate the self fields and

the image fields, we would see the image charge effect alone. This would require slightly

modifying PISCS before attempting.
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We did one final static study using PISCS. There has been some recent interest in an ultra

low emittance electron source [177]. One idea uses, in essence, many sharp single-atom nan-

otips, which leads to an ultracold field emission cathode [178]. The biggest advantage of this

setup is the extremely high field at the sharp emitter from a modest voltage. The emission

probability is high and the emitted electrons are strongly accelerated almost immediately

after emission. The issue with this setup appears due to the compact density of the emitted

distribution. Space charge is strong which can cause large transverse emittance growth just

before the acceleration. We also must consider the feedback to the emitter surface, which

modifies the emission probability and possibly produces nonnegligible image forces. While

PISCS is not at a state to fully study the nanoemitter array, we may consider the static pic-

ture with and without some electrons. We setup a single rounded emitter inside essentially

infinitely long parallel plates. The emitter plus connected plate are shown in Figure 8.22.

X
Y

Z

Y

Z

X

Figure 8.22: Single emission tip on substrate, CAD (left) and example mesh with e = 4
(right). The enclosing walls are not shown. The mesh had M = 8158, e = 4. Nanoemitter is
2.13 nm tall and ≤ 0.205 nm wide. The tip is spherical with R = 0.065 nm.

The nanoemitter has a height of 2.13 nm and max width of 0.205 nm. The spherical tip has

a radius of 0.065 nm. We enclose the hollow tip inside a box of dimensions L = 5 nm,W =

5 nm, H = 10 nm. The tip is attached to the center of one plate. We set a constant potential

of V = −0.1333 to this plate, linearly varying potential along the walls, and V = 0 on the

other plate. We should have a constant electric field along −Z with ‖E‖ = 1.33×107 except
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near the emitter. We use a 3D Gaussian distribution of N = 100, 1000 actual electrons

within a narrow cone emitting from the spherical tip.

We do not expect sensible results near the surface due to the near boundary instability,

but we form some qualitative insights. Figure 8.23 depicts the ZY central plane without

and with the electrons.



137

2 3 4 5 6 7

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

Z [nm]

Y
[n
m
]

-0.10
-0.09
-0.08
-0.07
-0.06
-0.05

2 3 4 5 6 7
-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

Z [nm]

Y
[n
m
]

2.50×107
5.00×107
7.50×107
1.00×108
1.25×108
1.50×108

(a) No charge

2 3 4 5 6 7

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

Z [nm]

Y
[n
m
]

-800

-600

-400

-200

2 3 4 5 6 7
-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

Z [nm]

Y
[n
m
]

5.0×1011
1.0×1012
1.5×1012
2.0×1012

(b) N = 100

2 3 4 5 6 7

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

Z [nm]

Y
[n
m
]

-3000
-2500
-2000
-1500
-1000
-500

2 3 4 5 6 7
-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

Z [nm]

Y
[n
m
]

1×1012
2×1012
3×1012
4×1012
5×1012

(c) N = 1000

Figure 8.23: ZY -plane of the nanoemitter without and with electrons. Potential [V] (left)
and field [V/m] (right) is shown. The field is strongly modified due to the geometry at the
emitter tip, though the direction and strength is off due to the near boundary instability in
the BEM. We see the presence of electrons strongly affects the situation at the nanoscale.
The emitter tip is indicated by the solid curve.
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● e = 0, M = 8158

■ e = 3, M = 8158

◆ e = 4, M = 8158

(a) No charge
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● e = 0, M = 8158

■ e = 3, M = 8158

◆ e = 4, M = 8158
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● e = 0, M = 8158

■ e = 3, M = 8158

◆ e = 4, M = 8158

(b) N = 100 electrons
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● e = 0, M = 8158

■ e = 3, M = 8158

◆ e = 4, M = 8158
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(c) N = 1000 electrons

Figure 8.24: Absolute value of EY (left), EZ (right) [V/m] of the nanoemitter without and
with electrons, starting just past the emitter tip and scanned along the Z-axis [nm]. The
transverse fields persist without charge, though relatively small. Without charges, EZ rapidly
approaches the parallel plate field, indicating the range of the emitter field. With charge, the
transverse fields become significant, which suggests emittance growth due to space charge.

The potential and field near the surface of the emitter is unstable as expected in Fig. 8.23a.

We see the effective range from the emitter is small, ∼ 1 nm. Afterwards we only see effects

due to the parallel plates. From Fig. 8.23b, 8.23c, the charges’ self-field is significantly

stronger than the parallel plates. Figure 8.24 shows the absolute value of EY , EZ scanned

along the Z-axis, starting just after the emitter tip. EX looks similar to EY , so only EY is

shown. Without charge, the transverse fields should be strongest near the emitter due to the

geometry and EZ should rapidly approach a constant equal to the parallel plate field, which is
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observed in Figure 8.24a. When charges are present, the field strength increases significantly,

shown in Figures 8.24b, 8.24c. The large values indicate the approximate position of the

bunch. Clearly, the tranverse field component is significant due to the bunch. Figures 8.24b,

8.24c suggest as the charge accumulates, the transverse force is nonnegligible. This could

degrade the transverse emittance significantly. If strong enough, the space charge force

still affects bunch quality at extraction. While this static depiction may not be perfectly

accurate, Figure 8.24 emphasizes the self-forces cannot be ignored. We note the effects shown

are within 10 nm of the emitter. A realistic setup is on the order of millimeters. This requires

a throrough investigation including the emission probability which PISCS is not designed to

include. We have tested and shown PISCS for various static cases. PISCS provides good

accuracy and acceptable runtime. Thanks to the wellposedness, the solver requires relatively

few iterations for complicated structures. We also show this is not significantly affected by

matrix size. We now consider practical use for beam physics studies in terms of tracking and

map analysis.

8.3 Self- and image charge forces

As previously mentioned in Chapter 7, we can combine PISCS with other beam physics

packages to include boundary effects when studying, for instance, beam transport. We con-

sider two structures where we have combined PISCS and COMFY to study the transverse

effects. In the 2D approximation, we assume the presence of a long beam such that longi-

tudinal effects are cancelled by symmetry and no fringe fields. We consider a thin slice of

this beam to determine the transverse behavior with COMFY. For longitudinal symmetry,

we chose a reference Z = l/2 for PISCS, where l is the kick length or element length. We

first track a beam through an IOTA sextupole from Figure 8.16. The beam parameters are
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given in Table 8.1 and the sextupole parameters are in Table 8.2. The distribution is selected

to be fully contained within the aperture radius before and afterwards. The current only

affects the space charge calculation. The beam-wall interaction depends on N . We choose

negatively charged macroparticles to amplify the potentials and fields from PISCS to be of

similar strength to space charge.

Table 8.1: Beam Parameters

Energy [MeV] 0.1
Species Macroparticles
No. of particles 1000
Current [A] 10
Distribution Uniform (R = 0.01 m)
Emittance [m·rad] 0

Table 8.2: Sextupole Parameters

Gradient [ T
m2 ] 10

Length [m] 0.1
Aperture radius [m] 0.025
BC type Dirichlet
Calculation order 8
Element order 3
No. of elements 520

Figure 8.25 shows the initially parallel beam before and after the sextupole without space

charge using COSY and PISCS. The sextupole is represented using e = 3,M = 520 for

speed.
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Figure 8.25: Comparison of tracking a 100 keV electron beam, N = 1000, using COSY
and PISCS with an IOTA sextupole. XY (top), XA (bottom left), and Y B (bottom right)
shown. Positions are given in centimeters and a, b in radians. No space charge included and
beam-wall interaction is negligible. The differences stem from the linear approximation and
BEM error using e = 3,M = 520.

We see the differences are significant when considering practical parameters for PISCS. The

time required to compute the sextupole potentials and fields is much greater than simply

using COSY to compute the transfer map. Although we may improve the accuracy with

higher e,M and number of kicks, we only use PISCS to isolate the beam-wall interaction.

As discussed in Chapter 7, we include the potentials and fields from PISCS in the 2D-FMM

module of COMFY, which shows when tracking the particles. The transfer map does not

reflect the beam-wall interaction from PISCS or the space charge tracking from the FMM
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for a single transport element. However, we see the effect in the map for multiple transport

elements as the charge distribution is different after the first space charge kick.

The COSY beam physics package is much better at representing the kick of the com-

mon beamline elements. We describe the modification to PISCS to isolate the beam-wall

interaction. The purpose of the merged PISCS-COMFY package is to study that feedback.

We recall our Nyström discretization essentially gives Aη1 = b1 where b1 would be our

unmodified boundary conditions. Let f
∣∣
Γ

represent the potential or field of the charges on

the surface Γ. The modified equation due to charges is,

Aη2 = b1 − f

∣∣∣∣
Γ

,

⇒ A(η2 − η1) = Aηc = − f
∣∣∣∣
Γ

.

We use macroparticles to make this small effect visible. These small effects could build up

and lead to instabilities only visible in repetitive systems such as rings. Using the same initial

beam, we include space charge with the MoM and the FMM modules in COMFY. Figure

8.26 shows the final distributions. There are slight differences between the two methods, but

we see the shape is retained even though the final emittance is slightly larger than without

space charge. The major difference is the size of the beam envelope. The FMM again shows

a slightly stronger transverse kick.
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Figure 8.26: Comparison of the space charge kick from method of moments and the fast
multipole method. Positions are given in centimeters and a, b in radians. Comparing to
COSY, the final distribution retains its shape. The beam envelope is larger due to the space
charge. The FMM is also slightly stronger than the MoM.

The results from Figure 8.26 are as expected. The beam-wall interaction adds some new

behavior. The final distribution with space charge and the beam-wall effects is shown in

Figure 8.27.
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Figure 8.27: Distribution after sextupole with space charge and beam-wall. Positions are
given in centimeters and a, b in radians. The shape is no longer retained due to the beam-wall
interaction.

Even though the beam-wall interaction is amplified using macroparticles, we may imagine

this situation when dealing with a high-intensity beam with extremely high bunch charge.

We see that the shape is no longer retained. This suggests the sextupole field is modified by

the beam-wall interaction. It is possible this causes longitudinal effects as well. Certainly,

the beam envelope is larger than expected. This feedback can lead to significant beam loss

over several turns.

We wish to show the beam-wall interaction without any amplification. Generally, the

effect is cancelled by cylindrical symmetry in the beamline design. To isolate the beam-wall
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interaction, we use a parallel beam (N = 20000) centered close to the top poleX = 0, Y = 2.5

cm as shown in Figure 8.28.

Figure 8.28: Initial position of the beam relative to the sextupole. The beam has initially
zero emittance, is uniformly distributed, and centered on the Y -axis.

The beam is uniformly distributed with R = 0.05 cm around X = 0, Y = 1.5 cm. We remove

the other effects by using 7 TeV protons. We use unit charges to match units with COSY

and COMFY for this case. We do not use macroparticles. Figure 8.29 shows the beam phase

space after the sextupole. XY is not shown since the difference is small for the short 10 cm

kick.
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Figure 8.29: 7 TeV proton beam phase space after the sextupole. The initial beam center is
at X = 0, Y = 1.5 cm near the top pole tip at X = 0, Y = 2.5 cm. Initial beam has zero
emittance and radius of 0.05 cm. Final beam with only the sextupole (COSY) and with
space charge (SC-FMM) are almost the same as initial.

The phase space with and without space charge show little change from the parallel beam

due to the increased rigidity. The beam-wall effects acts as a sextupole with reversed poles

due to the charges. Along the y-axis, the sextupole should only show a vertical field, which
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means a horizontal force. For this case, the sextupole field is down, so the force is to the

right. The positive charges cause a negative potential change along the pole surface. The

negative potential combined with that geometry causes a field like a reversed sextupole. The

positioning of the beam means the top pole displays the strongest effect. The change in

phase space shows the force due to the beam-wall interaction is mainly towards the left. In

the vertical phase space, b changes in a circular fashion with respect to y. These are likely

the off-axis particles, where the sextupole causes some vertical force depending on sign of

x. However, the vertical force is significantly smaller than in the horizontal, so the change

is small. There is a small split in b near the bottom of the beam, y = 1.46− 1.47 cm. The

difference from the circle is small enough that it could be numerical error from the calculation

order. Otherwise, the split suggests slightly stronger force for the bottom of the beam. The

actual change to the average momenta and emittance is given in Table 8.3.

Table 8.3: Average Momenta and Final Emittance after Sextupole.

Momenta (a, b) [rad] Emittance (εx, εy) [m·rad]
COSY (9.64× 10−9,−2.50× 10−12) (8.04× 10−14, 8.04× 10−14)
SC-FMM (9.64× 10−9,−2.50× 10−12) (8.04× 10−14, 8.04× 10−14)
PISCS (−1.32× 10−3,−8.29× 10−7) (7.91× 10−9, 3.60× 10−9)

The beamline can be designed to correct for such aberrations. We could track the particles

to understand the necessary adjustments, but it is much more efficient to study the transfer

map. We show this using a periodic FODO cell, the most common transport system. The

FODO cell uses a similar setup as in Ref. [11]. For this study, we set charge in units of e as

used in the COSY beam physics package. The parameters are given in Table 8.5. The beam

parameters are given in Table 8.4. We use a simple cylinder with R = 0.0508 m, L = 0.167 m

and Neumann BC for the quadrupole. We choose the cylinder for convenience rather than

any constraints. The total cell length is 2.084 m.
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Table 8.4: Beam Parameters

Energy [MeV] 50
Species Electrons
Charge [e] -1
No. of particles 20000
Emittance [m·rad] 9.96× 10−9

(αx, αy) 0, 0)
(βx, βy) [m] (20.07, 10.00)

Table 8.5: FODO Parameters

Quad field [T] 0.0101
Quad aperture [m] 0.0508
Quad length [m] 0.167
Drift [m] 0.875
Calculation order 8
Structure Cylinder
Element order 5
No. of elements 240

The beam and FODO parameters are selected to accomodate a Gaussian beam with Twiss

parameters, αx,y = 0, βmax = 20 m, βmin = 10 m, εx,y = 10−8 m·rad. As Figure 8.30 shows,

our beam without collective effects returns to the same envelope. The Twiss parameters are

slightly changed with βx = 18.73, βy = 10.09 [m].
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Figure 8.30: Initial and final beam with N = 20000 after the periodic FODO cell using
calculation order 8. No collective effects are included. Position is given in millimeters and
a, b in radians.

We wish to study the stability with respect to space charge and beam-wall interaction.

We know there is a point where the collective effects are strong enough to destabilize the

beam. We increase the current slowly and found the max stable current around 0.3 A.

Figure 8.31 shows the beam with the collective effects at I = 0.3 A. Clearly, the beam’s

Twiss parameters are still similar in all cases, perhaps with a slight correlation in Y B.
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Figure 8.31: Electron beam with N = 20000 including collective effects at 0.3 A. MoM and
FMM only include space charge and FMM+PISCS indicates space charge plus beam-wall.
This is at the maximum current before losing linear stability. Position is given in millimeters
and a, b in radians.

We show space charge computed with the MoM and FMM. FMM+PISCS indicates space

charge plus beam-wall. While there are slight differences, the beam envelope appears to be

the same. We continue increasing the current and see the beam growing divergent in Figure

8.32. The slight differences between space charge and PISCS suggest space charge is the

main destabilizing force.
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Figure 8.32: Beam with N = 20000 at I = 10 A with collective effects. The beam is clearly
divergent and unstable in both planes. The slight difference suggests space charge is the
main destabilizing cause. Position is given in millimeters and a, b in radians.

With 50 MeV, the beam is relativistic, yet space charge is still strong enough to destabilize

with < 0.5 A current in the 2D approximation. The beam had no loss up to 20 A for the

given aperture radius in Table 8.5. Based on the final distribution, we compute the statistical

emittances versus current, shown in Figure 8.33.
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Figure 8.33: Final emittances [m·rad] εx (left) and εy (right) versus current. The beam-wall
interaction adds a slight amount, but in all cases, the emittance grows up to an order of
magnitude once in the unstable region due to collective effects.

The beam-wall interaction increases the final emittance slightly in the stable region. We

see the emittances increase an order of magnitude once unstable. Space charge seems to

dominate since PISCS does not depend on the current.

The previous statistics come from tracking the beam. By themselves, it is unclear how to

increase the stability. We next analyze the transfer maps to better understand the collective

effects. We focuse on a few aspects: Stability, aberrations, and resonances. First, let’s

consider how well is the Hamiltonian structure preserved. Directly, we can consider how

symplectic is the system. The symplectic condition is [30,43],

Jac(M)T · Ĵ · Jac(M)− Ĵ = 0.

where Jac(M) is the Jacobian of the transfer map and Ĵ is the antisymmetric tensor. Simply

put, if the map is symplectic, our motion must be Hamiltonian. Due to the approximate

nature, the map accumulates numerical errors which affect the symplecticity. This is par-

ticularly true with the computation of the collective effects. The DA methods in COSY

allow for map symplectification, which essentially minimizes the accumulated error. We use

COSY’s symplectification before computing the symplectic condition. For details on the

symplectification, we refer to Refs. [179, 180]. Figure 8.34 shows the symplectic condition

versus current after symplectification.



153

Figure 8.34: Symplecticity of the periodic FODO cell. The map is symplectic to machine
precision without collective effects. With collective effects, the map shows increasing sym-
plectic error with current. The error scale suggests remnant approximation error from the
moment method. The beam-wall decreases the error for small current, but it is likely an
artifact.

Without collective effects, the map is symplectic to machine precision. With symplectifica-

tion, the collective effects do not quite match the condition to machine precision in Figure

8.34. The symplectic error increases up to 10−12. However, the scale suggests remnant of

the approximation error. The increase is likely because the increasing space charge requires

higher order to maintain the accuracy and the symplectic error. The beam-wall interaction

decreases the symplectic error at I = 10−4 A. This is most likely an artifact. Overall, the

map is symplectic.

We next consider the system stability. The condition for linear stability requires the trace

of the transfer matrix to be between -2 and 2 [43]. If linearly uncoupled, Figure 8.35 shows

the stability is maintained until 0.3 A, where space charge causes the trace to increase.
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Figure 8.35: Trace of transfer matrix in the XA-plane (left) and Y B-plane (right). The
FODO starts within the stable region. We see the stability is lost due to mainly space
charge.

We can look at what lead to the instability using the transfer map. We know the collective

effects are the primary cause but not what exactly changed. One method is simply examining

the behavior of the aberrations, or equivalently, the higher order map elements. For instance,

spherical aberrations occur from (x|x3), (y|y3) [1/m2]. Figure 8.36 shows the spherical aber-

rations due to the collective effects in each plane. Without collective effects, some aberration

is present, but the map element increases rapidly due to space charge. The beam-wall does

not seem to affect this aberration. The FODO cell can tolerate this aberration within the

stable region.

Figure 8.36: Spherical aberration versus current [A] from (x|x3), (y|y3) [1/m2] in the transfer
map. Contribution is mostly from space charge.

In normal form coordinates, the stable motion are simply rotations with phase advance equal

to the tune. The space charge shifts the tune, changing this stable motion. We know the tune

shift eventually destabilizes the motion because it reaches a resonance at an integer tune.
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We wish to understand the tune depression in the stable region as well as the dominant

resonances. We use the DA normal form algorithm [43] in COSY to transform the transfer

map and compute the tunes and resonances. Figure 8.37 shows the horizontal and vertical

tune shift starts around 0.005 A. The maximum shift is ∼ 0.02 in x and ∼ 0.018 in y before

losing stability, where the tune becomes complex. In this case, the vertical tune becomes

complex first around 0.4 A.

Figure 8.37: Fractional tune shift versus current [A] in the linearly stable region. The space
charge begin depressing the tune around I = 0.005 A, reaching a maximum shift of 0.02 in
x and 0.018 in y before stability is lost.

Due to the short cell length, there is no integer part of the tune, so Figure 8.37 essentially

shows the only shift. Clearly the tune is approaching a resonance due to space charge.

We next look at the resonances. The resonances are particularly important for beam

lifetime in repetitive systems. The resonances indicate the number of periods for stable mo-

tion to return to the same point in phase space. A destabilizing factor at this point adds

up. Lower order means fewer periods are required for the destabilizing factor to become

significant. The lower order resonances reduce the beam lifetime more than higher order

resonances. If the resonance is strong enough, any small kick eventually causes large diver-

gence for a particle. This can cause effects such as halo formation [30]. Without collective

effects, we only saw weak 4th, 6th, and 8th order resonances in Figures 8.38,8.39 and 8.40.

The dominant strengths are approximately 0.024, 0.005, and 0.002 respectively.
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Figure 8.38: Dominant 3rd (left) and 4th (right) order resonances versus current [A] in the
FODO cell. 3rd order shows the space charge and SC plus beam-wall behavior is comparable.
4th order shows a weak resonance without collective effects and large jump due to collective
effects.

Figure 8.39: Dominant 5th (left) and 6th (right) order resonances versus current [A] in the
FODO cell. Similarly, there is a large jump for the 6th order resonance due to collective
effects. The 5th order resonance is comparable between collective effects until ∼ 0.5A.

Figure 8.40: Dominant 7th (left) and 8th (right) order resonances versus current [A] in
the FODO cell. The dominant 7th order resonance varies significantly with the beam-wall
interaction.

Including the collective effects, the FODO gains 3rd, 5th, and 7th order resonances shown

in Figures 8.38,8.39 and 8.40. The even order resonances also became several orders of



157

magnitude stronger. We can see a significant effect due to the beam-wall interaction for

the dominant 4th, 6th, 7th, and 8th order resonances. The large spike for the 3rd order

resonance around 0.5 A is particularly interesting as it occurs near where linear stability is

lost. The spike suggests the resonance is excited by the collective effects. The space charge

effect from the MoM and FMM are comparable in almost all cases except when I > 1 A.

The dominant resonance strengths at all orders appear to flatten out somewhat once the

current is high enough. The beam is no longer stable, so the FODO would not be used for

these currents. Considering the spike in the 3rd order resonance, this suggests the stability

is lost due to the excited resonance. The beam-wall interaction changes the motion enough

to affect the space charge map. This leads to the erratic behavior in the resonances. It is

possible to continue analyzing the transfer map and select improved FODO parameters, but

the quadrupole is mostly limited to modifying the first order map elements. To compensate

for collective effects and improve the beamline design, we must consider transport elements

affecting the nonlinear terms, which is what leads to integrable optics and IOTA. We have

shown with this work that PISCS can be combined with tracking codes for beamline analysis

including the beam-wall interaction with arbitrary structures. We have also demonstrated

some aspects of transfer map analysis. The beam-wall interaction is generally weaker than

space charge for actual beamlines but must be considered for high-intensity beams.



CHAPTER 9

SUMMARY AND CONCLUSIONS

Beam physics plays an important role in science and society. Several current and fu-

ture applications require high-intensity beams. UMER and IOTA are two current machines

designed to study high-intensity beams to minimize the loss using integrable systems and

nonlinear elements. The collective effects due to the charged-particle beams limited the

stability and beam lifetime of many past and current rings. Several codes exist that accu-

rately simulate and track the beam dynamics including space charge. However, as of this

work, there is no method that accurately models the space charge and beam-wall interaction

inside arbitrary 3-D structures for use in studying intense beam dynamics. This work sum-

marizes our research and development of the Poisson Integral Solver with Curved Structures

or PISCS.

To facilitate the future beamline designs, we implement the fast multipole accelerated

boundary element method for beam physics studies and create PISCS. PISCS solves the

Poisson equation with boundary conditions in the presence of millions of charged particles.

In creating PISCS, we develop and implement a high-order interpolation and quadrature for

surface integrals over curved elements. For the first time, we combine the BEM and FMM

in the DA framework. We show PISCS can handle on the order of a hundred thousand

elements. With a high memory system, PISCS may handle a million elements or more

with intense beams. We show PISCS can handle on the order of a million particles. We

have parallelized and successfully tested PISCS with up to 32 MPI processes using a high-

performance computing cluster. We have verified PISCS using various geometries and given

a measure of its performance. We demonstrate the practicality of high-order meshes of
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CAD structures. We significantly improve the convergence of our results using high-order

elements. We have demonstrated PISCS with several arbitrary structures that cannot be

generally simplified. We accurately model an IOTA sextupole using its CAD file. We depict

the beam feedback within an elliptical vacuum pipe without symmetry requirements. We

show a closeup view of the nanoemitter and form some qualitative conclusions. We have

demonstrated PISCS may be used for a wide range of structure sizes and geometries with

ease.

PISCS can be combined with tracking codes for in-depth analysis of the beam dynamics

including collective effects. We show the beam-wall feedback affects the beam dynamics

despite extreme beam rigidity. For the first time, we combine the Taylor transfer map with

space charge and the beam-wall interaction using an arbitrary structure. The transfer map

including space charge and the beam-wall interaction is a necessary tool for high-intensity

beams. We demonstrate the efficiency of the normal form analysis of the collective transfer

map, extracting several important quantities for system analysis. We show the beam-wall

interaction affects the beam behavior at various levels. We successfully accomplish the

implementation of a high-order, fast Poisson solver including boundary conditions inside

arbitrary structures. We combine our solver with a beam dynamics code in the DA framework

and, for the first time, accurately and efficiently model the beam dynamics in a general

environment.
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A.1 Regularization of boundary integral equations

We consider the Laplace BVP below when x→ Γ.

∇2ψ(x) = 0, x ∈ Ω,

ψ(x) = g(x), x ∈ Γ.

We represent the indirect forms of the solution using the Green’s function (5.6).

∫
Γ

G(x,y)σ(y)dΓ(y), x ∈ Ω,y ∈ Γ,∫
Γ

∂G

∂ny
η(y)dΓ(y), x ∈ Ω,y ∈ Γ.

Recall the spherical surface Γε centered at fixed x with some radius ε with y ∈ Γ ∩ Γε as

shown in figure 5.1 [8]. We can define n(x) to choose one dimension, that is, n(x) · y = yi,

for i = 1, 2, 3. In addition, n(x) ≤ C‖x‖. When ‖x− y‖ ≤ ε, there is some y such that

limε→0 x = y. For chosen coefficients C(ε),

|(x− y) · n(y)| = |(x− y) · n(x)|+ |(x− y) · (n(y)− n(x))|,

= |yi|+ |(x− y) · (n(y)− n(x))|,

≤ C1‖x− y‖2 + C2|(x− y) · (x− y)|,

≤ C‖x− y‖2.
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Now, G(x,y) and its derivative are of the form, 1

‖x−y‖d , where d = 1, 3. Thus,

∣∣∣∣∫
Γ

G(x,y)σ(y)dΓ(y)

∣∣∣∣ ≤ |σ(yc)|
∣∣∣∣∫

Γ

G(x,y)dΓ(y)

∣∣∣∣,
≤ C

∫
Γ

1

‖x− y‖
dΓ(y),

≤ C
1

‖x− y‖
‖x− y‖2,

≤ C‖x− y‖.

∣∣∣∣∫
Γ

∂G

∂ny
(x,y)σ(y)dΓ(y)

∣∣∣∣ ≤ C

∫
Γ

(x− y) · n(y)

‖x− y‖3 dΓ(y),

≤ C
1

‖x− y‖
‖x− y‖2,

≤ C‖x− y‖.

Gauss’s law tells us the following with y ∈ Γ,

∫
Γ

∂G

∂ny
(x,y) dΓ(y) = 1, x ∈ Ω,∫

Γ

∂G

∂ny
(x,y) dΓ(y) = 1− φ

4π
(1− cos θ), x ∈ Γ.

When x ∈ Ω, we can see that,

∫
Ω

δ(x− y) dΩ(y) =

∫
Ω

∇2G(x,y) dΩ(y),

⇔ 1 =

∫
Γ

∂G

∂ny
(x,y) dΓ(y).
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When x,y ∈ Γ, we form the sphere Γε(x, ε) for fixed x. We can define n(y) = x−y
‖x−y‖ for

y ∈ Γε. The integral becomes

∫
Ω

δ(x,y) dΩ(y) =

∫
Ω

∇2G(x,y) dΩ(y),

⇔ 1 =

∫
Γ−(Γ∩Γε)

∂G

∂ny
(x,y) dΓ(y) +

∫
Γ∩Γε

∂G

∂ny
(x,y) dΓ(y).

Calculating the second integral, we get

∫
Γ∩Γε

∂G

∂ny
(x,y) dΓ(y),

=

∫
Γ∩Γε

(x− y) · n(y)

4π‖x− y‖3 dΓ(y),

=

∫
Γ∩Γε

1

4π‖x− y‖2 dΓ(y),

=

∫ φ

0

∫ θ

0

1

4πε2
ε2 sin θdθdφ,

=
φ

4π
(1− cos θ),

⇒ 1 =

∫
Γ−Γ∩Γε

∂G

∂ny
(x,y) dΓ(y) +

φ

4π
(1− cos θ).

Thus as ε→ 0, we get as shown above. For smooth surfaces, we form a hemisphere and

∫
Γ

∂G

∂ny
(x,y) dΓ(y) =

1

2
, x ∈ Γ.
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Now we can evaluate the single and double layer on Γ. Let x ∈ Ω, x0 ∈ Γ and y ∈ Γ.

ψ(x) =

∫
Γ

∂G

∂ny
(x,y)η(y) dΓ(y),

=

∫
Γ

∂G

∂ny
(x,y)η(y) dΓ(y) + η(x0)

∫
Γ

∂G

∂ny
(x,y) dΓ(y)− η(x0)

∫
Γ

∂G

∂ny
(x,y) dΓ(y),

=

∫
Γ

∂G

∂ny
(x,y)[η(y)− η(x0)] dΓ(y) + η(x0)

∫
Γ

∂G

∂ny
(x,y) dΓ(y),

⇒ lim
x→x0

ψ(x)− ψ(x0),

=

∫
Γ

[
∂G

∂ny
(x,y)− ∂G

∂ny
(x0,y)

]
[η(y)− η(x0)] dΓ(y)

+ η(x0)

∫
Γ

[
∂G

∂ny
(x,y)− ∂G

∂ny
(x0,y)

]
dΓ(y).

Since
∫

Γ
∂G
∂ny

(x,y) dΓ(y) is finite, we know these terms are bounded. That is,

∣∣∣∣∫
Γ

∂G

∂ny
(x,y)− ∂G

∂ny
(x0,y) dΓ(y)

∣∣∣∣ ≤ C,

⇒
∣∣∣∣∫

Γ

[
∂G

∂ny
(x,y)− ∂G

∂ny
(x0,y)

]
[η(y)− η(x0)] dΓ(y)

∣∣∣∣ ≤ C

|η(yc)− η(x0)|
∣∣∣∣∫

Γ

[
∂G

∂ny
(x,y)− ∂G

∂ny
(x0,y)

]
dΓ(y)

∣∣∣∣ ≤ C.

A.2 Smoothed FMM operators

Let r2 = x2 + y2 + z2 + λ2, where λ is a smoothing parameter. We express φ as follows.

φ(x) =
N∑
i=1

1√
(x− xi)2 + (y − yi)2 + (z − zi)2 + λ2

,

=
1

r

N∑
i=1

[
1 +

r2
i

r2
− 2xix

r2
− 2yiy

r2
− 2ziz

r2

]− 1
2

.
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For the multipole expansion with DA variables dx, dy, dz, dλ,

dr =
1

r
, dx =

x

r2
,

dy =
y

r2
, dz =

z

r2
,

dλ =
λ

r2
,

⇒φ(dx, dy, dz) = dr

N∑
i=1

[
1 + r2

i d
2
r − 2xidx − 2yidy − 2zidz

]− 1
2 ,

= dr · φM .

Let the new multipole center be x′0. We translate a multipole expansion using M1.

d′x =
x− x′0
r′2

=
x′

r′2
⇒ d′y =

y′

r′2
, d′z =

z′

r′2
, d′λ =

λ

r′2
,

r′ =
√
x′2 + y′2 + z′2 + λ2,

R ≡
(
1 + r′20 d

′2
r + 2x′0d

′
x + 2y′0d

′
y + 2z′0d

′
z

)−1
,

dr = d′r ·
√
R,

M1 ≡



dx = (d′x + x′0d
′2
r ) ·R

dy = (d′y + y′0d
′2
r ) ·R

dz = (d′z + z′0d
′2
r ) ·R

dλ = d′λ ·R

,

⇒φ′M = φM ◦M1,

⇒φ′ = φ′M · d′r ·
√
R.
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Let the new local center be x′0. Note d′λ = λ. We translate a multipole expansion to a local

expansion with M2.

M2 ≡



dx = (x′0 + d′x) ·R

dy = (y′0 + d′y) ·R

dz = (z′0 + d′z) ·R

dλ = λ ·R

,

R ≡
(
(x′0 + d′x)

2 + (y′0 + d′y)
2 + (z′0 + d′z)

2 + λ2
)−1

,

⇒φL = φM ◦M2,

⇒φ = φL ·
√
R.

Since λ has already been evaluated, it is no longer translated. The L2L operator is unchanged.
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B.1 Singular value decomposition

This section is based on [134, 181]. The singular value decomposition (SVD) is a ma-

trix factorization related to eigendecomposition. Given the m × n matrix M, there is a

factorization such that,

M = UWV∗,

where W is a m × n diagonal matrix containing the singular values of M. U and V are

unitary matrices of dimensions m×m and n×n respectively. Many order the singular values

in W from largest to smallest by swapping rows or columns accordingly. The factorization

implies the pseudoinverse, if it exists, may be constructed by,

M† = VW−1U∗,

where W−1 is the reciprocal of the diagonal. Since the condition number of a matrix is given

by,

κ(M) = ‖M‖
∥∥M†∥∥,

=
σmax

σmin

,

where σ denotes the singular values, we may control the conditioning of M by dropping the

smallest singular values in W and related basis vectors in U,V depending on some user

criteria. Different algorithms exist to construct the SVD and may be found in a variety of

libraries and languages (Ex. https://www.gnu.org/software/gsl/).

https://www.gnu.org/software/gsl/


190

B.2 Runge-Kutta integration

This section is based on [134]. The so-called single step integrator solves ODEs of the

form,

y′ = f(x, y),

using some initial guess y0 to iteratively reach a solution. Each iteration requires knowing

a single past solution yn to reach yn+1. Runge-Kutta methods are the best known and

often used single step integrators. The Runge-Kutta (RK) methods do not require explicit

derivatives of f(x, y). They are of the form,

yn+1 = yn + h

p∑
i

aiki,

where kp = f(xn + cph, yn + h(bp,1k1 + bp,2k2 + · · ·+ bp,p−1kp−1)) for order p. For some order,

the derivation of the RK method is closely linked to the truncation error, namely,

εn = y(xn+1)− y(xn)− h
p∑
i

aiki.

By letting the coefficients b be unknown with chosen ai, ci and solving the least squares

system such that the error is minimized, it is possible to derive the RK method for order

p. This can become very complicated for higher orders and is not terribly insightful. The
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widely used RK4 method is known to be O(h5) for 4 evaluations of f(x, y) and the algorithm

is given below.

yn+1 = yn +
h

6
(k1) + 2k2 + 2k3 + k4,

xn+1 = xn + h,

k1 = f(xn, yn),

k2 = f(xn +
h

2
, yn + h

k1

2
),

k3 = f(xn +
h

2
, yn + h

k2

2
),

k4 = f(xn + h, yn + hk3).

An adaptive RK7(8) DA integrator [89] uses the precomputed coefficients and integrates

the optical equations of motion. This algorithm was partially parallelized and adapted into

PISCS to integrate the Lagrange basis polynomials and derive the quadrature weights.

B.3 Krylov solvers

This section is based on [107]. For matrix equation, Ax = b with A of size N , Krylov

solvers rely on x existing within the kth Krylov subspace,

Kk = span(r0,Ar0, · · · ,Ak−1r0),
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where r0 is the residual of initial guess x0, r0 = b−Ax0. The generalized minimal residual

(GMRES) minimizes the least squares,

minx∈x0+Kk
‖b−Ax‖.

For nonsingular matrix A with the above iterate, GMRES is guaranteed to converge because

the residual must decrease with every iteration. This also guarantees convergence in N

iterations. The GMRES algorithm has some variations, but generally depends on the Arnoldi

iteration to form the orthonormal basis of Kk.

AVk = Vk+1Hk.

The columns of Vk are the basis vectors of Kk. Then,

rk = Vk+1(βe1 −Hkyk),

where βeT1 = (‖r0‖, 0, · · · , 0) and yk minimizes ‖βe1 −Hkyk‖. Then,

xk = x0 + Vkyk.

This essentially gives the inner loop, where the k iterations build the orthonormal basis.

Restarted GMRES stops the inner loop at some tolerance or after a certain number of

iterations and gets xk. It then inputs xk as the new initial guess. This outer loop continues

until a final tolerance is reached. Thus, there are two matrix vector products with A in

restarted GMRES, at the beginning of the outer loop and in the inner loop. Note that

restarted GMRES is no longer guaranteed to converge in N iterations because we lost the

information of the previous Kk subspace.
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