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This dissertation describes advanced techniques of phase space manipulations of the elec-

tron beam for improving performance and efficiency of high brightness X-ray light sources

based on the free-electron Laser (FEL) and inverse-Compton scattering (ICS) processes. In

particular, it first discusses a novel bunch-compression scheme based on a double transverse-

to-longitudinal phase-space exchanger – dubbed emittance exchanger (EEX) – separated by

a demagnifying transverse-optics system. While the outline of the scheme is quite sophisti-

cated, the basic physics behind it is quite straight-forward. The benefits and disadvantages

of these scheme are compared to the conventional approach of compressing a bunch using a

magnetic bunch-compression chicane.

The second scheme discussed in this dissertation is a novel beamline for imposing and

removing the energy slew along the bunch also known as chirping and dechirping the beam in

the accelerator community. This scheme consists of transverse deflecting cavities separated

by drifts and relies on imposing and removing the transverse-longitudinal correlations on

the electron beam. The benefits of this alternative method are compared with standard

schemes of chirping and dechirping the beam via an off-crest acceleration. Finally, a novel



6-dimensional theory of the ICS source concludes this dissertation. It derives the photon

distribution in 6D phase space describing radiation produced in the process of scattering

a laser pulse off a relativistic electron beam as a function of electron distribution in the

phase space using the Wigner function formalism. This result opens up the possibility for

the optimization of the brightness of an ICS source via imposing transverse-longitudinal

correlations on the beam.
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CHAPTER 1

INTRODUCTION

1.1 X-radiation and X-ray light sources overview

X-rays are a type of electromagnetic radiation whose wavelength lies in the range ex-

tending from 10 pm (3× 1019 Hz and ∼124 keV) to 10 nm (3× 1016 Hz and ∼124 eV). This

region is surrounded by ultraviolet (UV) radiation and gamma (γ) radiation on the upper

and lower wavelength boundaries, respectively1. Sometimes, the X-ray region is subdivided

in two regions: soft X-ray, spanning from 200 pm to 10 nm, and hard X-ray, spanning from

10 pm to 200 pm. X-radiation was named and characterized by Wilhelm Röntgen in 1895.

Interestingly, in the same year, Alfred Nobel wrote and signed his last will establishing the

series of prizes to recognize “the greatest benefit on mankind” in several scientific disciplines

including physics, chemistry, physiology or medicine, literature, and peace, which is known

today as the Nobel prize. Ultimately, Röntgen’s discovery and systematic studies of X-rays

was recognized with the first Nobel prize in physics in 1901. Röntgen studied the radiation

emanating from Crookes tubes [1], which are known as the first man-made source of X-ray

radiation. A Crookes tube is a partial vacuum (∼ 10−5 Torr) discharge glass tube where

electrons are created by the ionization of residual air by a high DC voltage. This voltage also

accelerates the electrons towards the anode, a positively charged electrode. If the applied

voltage is large enough (>5 kV), electrons, hitting the anode or a glass wall, emit X-ray

radiation. This radiation can be caused by two conceptually different mechanisms. The first

1There are no strict boundaries between those regions. The borders have mostly phenomenological
character motivated by the convenience of radiation description.
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mechanism is X-ray fluorescence, where the free electrons strike orbital electrons of an atom

within a material and excite its electrons to a higher state [2]. The atom then spontaneously

emits radiation when transitioning to a lower energy state. The second mechanism of pro-

ducing X-rays in Crookes tubes is bremsstrahlung radiation, where a free electron trajectory

is bent by the atomic nucleus2 [3]. Both mechanisms of X-ray production described above

rely on the presence of a moving electron, whether bound by an atom or free.

Historically, the first studied X-rays were produced by man-made sources, however there

are several natural sources of X-radiation which we briefly review next. Cosmic X-rays (and

gamma rays) are subjects of study in X-ray astronomy [7]. They are formed in stars and

in other extremely high-temperature cosmic gases, rarely reach the Earth, and are mostly

observed within the Earth’s atmosphere. Natural terrestrial X-ray sources are primarily

associated with radioactive elements. Radioactive decay is the process by which an unstable

atom decays into another atom called a daughter by emitting an α (Helium-4 nucleus) or

β (electron) particle. This process often results in a daughter nucleus in an excited state.

The excited nucleus decays to the lower energy state emitting an X-ray or γ-ray photon

depending on the transition energy.

Crookes tubes were not intentionally designed to produce X-rays. Similarly, the first

particle accelerators were built for acceleration purposes without the intention of produc-

ing X-rays. Classical electrodynamics suggests that a charged particle moving on a circular

trajectory emits synchrotron radiation. This was first derived for the non-relativistic case

by Joseph Larmor in 1897 [8] and extended to the relativistic case by Alfred-Marie Lienard

in 1912 [9], long before particle accelerators began to operate. Energy-loss due to radiation

questioned the existent atomic model and motivated a new stream of research seeking for a

new model. The atomic structure based on quantum theory was soon proposed by Niels Bohr

2Bound atomic electrons affect the rate and other properties of the bremsstrahlung radiation [4,5], more-
over this radiation is also possible via scattering of two electrons [5, 6]
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in 1913 and recognized with the Nobel Prize in 1922. Despite this fact, the energy-loss due

to synchrotron radiation in particle accelerators received proper attention only after the first

betatron3 was built in 1940 with an operating energy of 2.3 MeV [9]. Ivanenko and Pomer-

anchuk estimated that the synchrotron radiation limits the maximum achievable energy in a

betatron to ∼0.5 GeV in 1944. A year later, McMillan predicted the rate [12] and Schwinger

predicted the spectrum of synchrotron radiation [13]. The significant radiation losses were

experimentally observed in a 100 MeV betatron in 1946. Radiation was detected as a visible

light in a 70 MeV synchrotron in 1947 [13]. This opened the era of first generation light

sources also known as parasitic operation: prior to this accelerators were primarily dedicated

to high energy and nuclear physics research. The synchrotron is a circular accelerator pro-

posed by McMillan in 1945. Its design was inspired by the cyclotron invented by Lawrence in

1930 [14] and constructed by him and his graduate student, Livingston, in 1932 [15]. In the

cyclotron, the charged particle beam oscillates in the constant magnetic field of an H-shaped

solenoid and is accelerated by the radio-frequency (RF) field of D-shaped electrodes [16].

The RF is in resonance with the cyclotron frequency, characterizing circular particle motion

in magnetic field, B:

ωcycl =
qB

γmc
, (1.1)

where q and m are the particle charge and mass respectively, c is the speed of light, and γ

is the Lorentz factor of the moving particle:

γ =
1√

1− v2/c2
, (1.2)

3A betatron is a circular machine accelerating electrons by magnetic induction. Its working principles are
similar to a transformer, where an external time-varying current in the magnetic coil (the first loop) drives
the electron beam traveling in the circular vacuum tube (the second loop) [10,11].
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where v is the particle velocity. The constant frequency of the RF field maintains synchro-

nization with a charged particle’s oscillations during acceleration4 as long as the particle

remains in the non-relativistic regime (γ ∼ 1). Upon reaching the relativistic regime, the

Lorentz factor increases and the cyclotron frequency decreases, coming out of resonance

with the RF field. McMillan [17] and Veksler [18] independently proposed to fix this issue

by varying the RF field which is known as the synchronous acceleration principle. This led

to a synchronous cyclotron and later to a synchrotron. In the synchrotron, the magnetic

guiding and the RF acceleration are separated in space and realized by bending magnets

and linear acceleration sections, respectively. Synchrotrons are followed by storage rings in

which the beam continuously circulates providing higher fluxes of radiation. Once realized,

synchrotron and storage ring radiation became actively used for material science research.

The first synchrotrons had relatively small currents as they were dedicated predominantly

for charged particle collision experiments. The Synchrotron Radiation Source (SRS) was

the first accelerator specifically designed and constructed as a source of radiation in 1970.

This opened the era of second generation light sources [9]. X-ray spectroscopy experiments

actively conducted during that time required higher spectral brightness than was previously

available for improving spatial and temporal resolution. Brightness, a conserved quantity in

ideal optical systems, is defined as the photon flux (F ) per unit area (∆A) per unit solid angle

(∆Ω) [19]. The radiation emitted in the narrow bandwidth is more valuable for spectroscopy

experiments and can be achieved by using a monochromator. Conversely, such a radiation

can be characterized by spectral brightness also referred as brilliance [19]:

B =
F

∆A∆Ω(∆ω/ω)
, (1.3)

4The radius of the particle trajectory grows linearly with its momentum.
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where ω is the radiation frequency, and ∆ω is the bandwidth interval. This motivated a

new stream of research towards periodic magnetic devices called undulators and wigglers,

for bending electron trajectories and enhancing the synchrotron radiation. These structures

were inserted in the straight sections of the existing storage rings. The total power of

radiation emitted by an electron in a bending magnet with magnetic field amplitude, B, is:

Pbend =
e4γ2B2

6πε0cm2
e

, (1.4)

and in an undulator with the same magnetic field amplitude:

Pund =
e4γ2B2

12πε0cm2
e

, (1.5)

where ε0 is the dielectric permittivity of vacuum, e and me are the electron charge and mass,

respectively, and γ is the electron Lorentz factor. The radiation power in the undulator

differs only by a factor of two from its bending magnet counterpart. Indeed, the radiation

power from each magnet of the periodic structure is proportional to B2, and this value

averaged over the undulator period is equal to B2/2. However, the spectral brightness of the

radiation from an undulator is much higher, because its bandwidth is:

∆ωrad ≈
ωrad
Nu

, (1.6)

where Nu is the number of the undulator periods and ωrad is the frequency of the undulator

radiation:

ωrad ≈
4πγ2c

λu
, (1.7)
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where λu is the undulator period5. By contrast, the spectrum of the synchrotron radiation

in a bending magnet is continuous up to the critical frequency [20]:

ωc =
3cγ3

2R
, (1.8)

where R is the radius of curvature. The radiation from a particle moving on a curved

trajectory is emitted at a ∼ 1/γ angle centered along the tangent to the particle trajectory

at each point. The angular distribution of the overall radiation from a periodic structure is

defined by the maximum angle of the particle trajectory with respect to the axis:

θmax ≈
K

γ
, (1.9)

where K is the dimensionless undulator parameter:

K =
eBλu
2πmec

. (1.10)

Periodic magnetic structures are typically divided in two types with respect to the value of

the undulator parameter: undulators (K 6 1) and wigglers (K � 1). Thus, the radiation

from an electron wiggled by the different poles in an undulator incoherently sums up and is

emitted in a narrow angle along the axis, resulting in the narrow bandwidth spectrum.

After the electron “shaking” mechanism was optimized using periodic magnetic structures

in the existing particle accelerators, the electron beam distribution became the main limiting

factor of synchrotron radiation brightness. Electrons in the beam of any real machine are

not identical to each other coordinate- or speed-wise. As a result, individual electrons in the

beam travel on the distinct trajectories and emit photons in different directions and different

times. Increasing the radiation brightness further required better quality of the electron

5The undulator period is the distance between two closest equal poles.
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beam characterized by lower emittances6. Hence, design of new storage rings capable of

providing low-emittance electron beams became an active area of research. This started the

epoch of the third generation light sources. Among the first were the European Synchrotron

Radiation Facility (ESRF) in 1994 and the Advanced Photon Source (APS) in 1996. Both

successfully operate to this day7 providing powerful radiation over a wide spectrum range

for users conducting research in the fields of material science, crystallography, spectroscopy,

and many more.

Above, we predominantly discussed X-ray light sources based on circular accelerators,

which, however, stopped their evolution brightness-wise in the third generation. An alterna-

tive concept of a light source, the Free Electron Laser8 (FEL), was proposed by John Madey

at Stanford University in 1971 [22] and was later built by him and his colleagues [23,24]. The

FEL is conceptually different from previous generation light sources, by actually operating in

a manner similar to a laser. Different electrons in a FEL bunch radiate coherently, whereas

the 3rd generation light sources produce non-coherent radiation. Similar to a synchrotron,

a FEL relies on the presence of the electron beam and the undulator section. The FEL

requirements for a low-emittance9, low-energy-spread, and high-charge-density beam cannot

be satisfied in circular accelerators [20]. Therefore, all high brightness FELs are driven by

high brightness, high energy electron beams from linear accelerators (linacs). Moreover, the

undulator section in FELs is significantly long. Thus, electrons in a FEL become grouped in

a train of several bunches in the field of the emitted radiation, if the length of the undulator

is more than several gain lengths. The gain length is the distance along the undulator in

which the power of the emitted radiation grows e times in the exponential growth regime [20].

The distance between any of the two consequent “wagons” is equal to the wavelength of the

6We will introduce the definition of the beam emittance in the next section.
7Both facilities went through several upgrades since they were initially built.
8LASER is actually an acronym, meaning light amplification by stimulated emission of radiation, which

became a narrative term [21].
9We introduce the emittance concept and other important characteristics of the beam in the next section
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emitted radiation. Therefore, these bunches, continuing oscillations in the magnetic field

of the undulator, start emitting coherent radiation with respect to each other. We discuss

a FEL’s working principles in more detail, especially those which are closely related to the

work described in this dissertation in Section 1.3. In the next section, we present the stan-

dard formalism used in the community to describe a beam propagating in an accelerator

by introducing the phase space concept, emittances, energy spread, and other important

characteristics of the beam. We also provide an overview of the most popular beam tracking

codes and discuss the physics behind their subroutines for quantifying complex effects of

the particle-particle interactions within an accelerator structure via electrostatic forces and

electromagnetic radiation.

1.2 Phase space evolution of the electron beam: the matrix

formalism, important quantities and particle tracking codes.

The electron beam is often characterized by a reference particle10 with an averaged coor-

dinate and velocity over the ensemble, and the beam phase space – the particle distribution

of the coordinates and velocities with respect to the reference particle. The longitudinal coor-

dinate can be written using the evolution variable s and the time of propagation t: z = s−ct,

and typically describes the relative distance between a particle in the bunch to its center,

while its average value 〈z〉 = 0. The z−axis is typically aligned with the instantaneous beam

trajectory. The coordinate system follows the beam along its path in the accelerator, in such

a way that the bunch always moves along the s−direction and the transverse phase space

instantaneously follows the path curvature and torsion [25]. This approach is convenient

10The reference or “test” particle is a virtual particle which is not necessary present in the beam
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in accelerator physics to describe the propagation of the beam through a beamline11. The

transverse distribution of the beam of charged particles is often quantitatively characterized

by its emittance12 [26]:

εx =

√
〈x2〉〈x′2〉 − 〈xx′〉2 , (1.11)

εy =

√
〈y2〉〈y′2〉 − 〈yy′〉2 , (1.12)

where 〈...〉 denotes the average over the ensemble, and x′ = dx/ds ≈ vx/vz and y′ = dy/ds ≈

vy/vz are the slopes with respect to the instantaneous tangent to the particle trajectory.

Analogously, the longitudinal distribution of the beam is characterized by the longitudinal

emittance:

εz =

√
〈z2〉〈z′2〉 − 〈zz′〉2 , (1.13)

where z′ = γ−γ0

γ0
= δγ

γ0
is the coordinate characterizing energy distribution of the electron

beam, while γ0 is the average normalized energy of the beam (the Lorentz factor) and γ is

the normalized energy of a given particle in the beam distribution.

The beam dynamics of charged particles in an accelerator is typically described by track-

ing the central position and speed of the bunch and the evolution of its phase space13. In

general, there are two types of interactions affecting the phase space evolution of charged

particles: the interaction of an individual particle with an electromagnetic field of the ac-

celerator structure, and the interaction of particles with each other, which is also known

as collective effects in the accelerator community. The actual collisions of heavy charged

particles, protons or ions, of two counter-propagating beams are observable in particle col-

11In Chapter 4 we choose the coordinate system differently to simplify the new 6-dimensional formalism
of the beam interaction with a laser pulse.

12This definition comes from Statistical Mechanics.
13In principal, a similar approach can be used for describing the propagation of a beam of neutral atoms

with non-zero magnetic moment in a magnetic guide [27], the propagation of liquids in hydrodynamics [28],
the evolution of quantum state in time [29], etc.
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liders, making possible the experimental apparatus for High Energy Physics (HEP) research.

However, in this dissertation we predominantly discuss acceleration of electrons in the same

direction. Since the probabilities of actual collisions between the electrons are very low, we

can neglect all of the related interactions between them, except those relying on particle

interactions through electromagnetic fields. Since characteristic sizes of the variation of the

electromagnetic fields in accelerator structures are small in comparison to the typical bunch

sizes, the phase space evolution to the first order can be described using a linear matrix

formalism with good accuracy [16, 25]. In such a description, each beam element of an ac-

celerator (a drift space, a bending dipole magnet, a quadrupole magnet, etc.) is represented

by a matrix derived from the linearization of the relativistic dynamics of a charged parti-

cle relative to the reference particle. The acceleration of a charged particle is defined by

the action of the Lorentz force via the Newton equation. Alternatively, it can be derived

from the linearization of the Hamiltonian equations of motions of a charged particle in an

electromagnetic field. For example, consider a 1D problem of the motion of a particle with

coordinate q and momentum p influenced by the force F (q, p; t), where t is the evolution

variable. This motion is described according to the equations:

dq

dt
= p , (1.14)

dp

dt
= F (q, p; t) . (1.15)
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Assuming that the force and momentum are constant within the small interval from t0 to

t0 + ∆t for simplicity, we find the coordinate and momentum at the end of this time interval

from the corresponding values at the beginning of the interval:

qf = pi∆t+ qi , (1.16)

pf = F (q, p; t0)∆t+ pi . (1.17)

Now, we introduce the reference particle characterized by the coordinate q0 and momentum

p0. The coordinate and momentum of a particle of interest relative to the reference particle

are respectively ∆q and ∆p. If the force slightly changes on the scale of the relative coordinate

and momentum we can rewrite these equations as following:

q0f + ∆qf = p0i∆t+ q0i + ∆pi∆t+ ∆qi , (1.18)

p0f + ∆pf =

(
F (q0, p0; t0) +

∂F

∂q
∆qi +

∂F

∂p
∆pi

)
∆t+ p0i + ∆pi . (1.19)

We group the terms related to the reference particle and the particle of interest and find the

propagation of the reference particle:

q0f = p0i∆t+ q0i , (1.20)

p0f = F (q0, p0; t0)∆t+ p0i , (1.21)

and for the particle of interest we obtain:

∆qf = ∆t∆pi + ∆qi , (1.22)

∆pf =

(
∂F

∂q
∆t

)
∆qi +

(
∂F

∂p
∆t+ 1

)
∆pi . (1.23)
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One can rewrite the last equations for the particle of interest in the matrix form:

∆q

∆p


f

=

 1 ∆t

∂F
∂q

∆t ∂F
∂p

∆t+ 1

 ·
∆q

∆p


i

. (1.24)

The approximation of constant force within the time interval is redundant. In addition the

momentum in equation (1.14) can be generalized as an arbitrary function G(q, p; t). Indeed,

for continuous14 functions F and G, we can switch the order of integration over time and

the partial differentiation over variables q and p, and find the transport matrix:

T (t1, t0) =

1 +
∫ t1
t0

∂G
∂q

(q0(t), p0(t); t) dt
∫ t1
t0

∂G
∂p

(q0(t), p0(t); t) dt∫ t1
t0

∂F
∂q

(q0(t), p0(t); t) dt 1 +
∫ t1
t0

∂F
∂p

(q0(t), p0(t); t) dt

 , (1.25)

which describes the evolution of the particle of interest in time as:

∆q(t1)

∆p(t1)

 = T (t1, t0) ·

∆q(t0)

∆p(t0)

 . (1.26)

The equations of motion in the case of Hamiltonian dynamics described by H(q, p; t):

dq

dt
=
∂H

∂p
, (1.27)

dp

dt
= −∂H

∂q
, (1.28)

simply result in G(q, p; t) = ∂H
∂p

and F (q, p; t) = −∂H
∂q

. The linear matrix formalism holds

if terms with higher order derivatives of the functions F and G are much smaller than the

first derivatives: ∂2F
∂q2 ∆q � ∂F

∂q
, ∂2F
∂q∂p

∆p � ∂F
∂q

, etc. If terms of the second order or higher

orders are not negligible and have to be taken into account, then the evolution of the particle

14This is a valid approximation within a single beam element of an accelerator.
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vector (q, p) can be written in tensor form (see [16, 25] for more details). Correspondingly,

the motion of an electron in a real 3-dimensional space in an accelerator is described by a

6-dimensional vector:

ξT = (x, x′, y, y′, z, z′) . (1.29)

This vector at the exit of a beam element can be found as the product (on the left) of the

6 × 6 transport matrix of the beam element with the electron vector at its entrance in the

approximation of linear single-particle dynamics:

ξ1 = R · ξ0 , (1.30)

which in matrix form is written as:

x

x′

y

y′

z

z′


1

=



R11 R12 R13 R14 R15 R16

R21 R22 ... ... ... ...

... ... R33 ... ... ...

... ... ... R44 ... ...

... ... ... ... R55 ...

R61 R62 ... ... ... R66


·



x

x′

y

y′

z

z′


0

. (1.31)

A nondissipative Hamiltonian system requires symplectic behavior of the canonical variables.

The evolution of such a system can be represented as a canonical transformation of the

coordinates: ξ0 = (q,p)→ ξ1 = (Q,P ). The canonical transformations can be described by

the Jacobian Matrix, the elements of which are Rij =
∂ξ1i
∂ξ0j

[16]. This imposes the symplectic

condition on the transport matrix, so that the following property is satisfied:

J = RTJR , (1.32)
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where J is the unit block-diagonal antisymmetric symplectic matrix15:

J =



0 1 0 0 0 0

−1 0 0 0 0 0

0 0 0 1 0 0

0 0 −1 0 0 0

0 0 0 0 0 1

0 0 0 0 −1 0


. (1.33)

This matrix has a property that J2 = −I, where I is the identity matrix:

I =



1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1


. (1.34)

The symplectic condition in equation (1.32) can be illustrated in the 1D example (2D phase

space) discussed above16. The Hamiltonian equations (1.27-1.28) can be rewritten in matrix

form using antisymmetric symplectic matrix J1:

d

dt

q
p

 =

 0 1

−1 0


∂H

∂q

∂H
∂p

 = J1

∂H
∂q

∂H
∂p

 . (1.35)

15Indeed, R = J satisfies the condition in equation (1.32).
16We follow the derivation presented in [16] for the 6-dimensional phase space simplifying it for the 2-

dimensional phase space.
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The Hamiltonian equations are valid in the old coordinates (q0 = qt, p0 = pt), corresponding

to a particle at the entrance of the beam element, and new coordinates (q1 = qt+∆t, p1 =

pt+∆t) at the exit of the beam element. These coordinates are related through the corre-

sponding linear transformation described by matrix R in Eq. (1.31), which is at the same

time is the Jacobian matrix describing a canonical transformation in the Hamiltonian me-

chanics [16,30]: q1

p1

 =

 ∂q1
∂q0

∂p1

∂q0

∂q1
∂p0

∂p1

∂p0


q0

p0

 = R

q0

p0

 (1.36)

The partial derivatives of the Hamiltonian over q1(q0, p0) and p1(q0, p0) can be written in a

convenient matrix form in coordinates q0 and p0:

 ∂H
∂q1

∂H
∂p1

 =

 ∂q0
∂q1

∂p0

∂q1

∂q0
∂p1

∂p0

∂p1


 ∂H

∂q0

∂H
∂p0

 = (R−1)T

 ∂H
∂q0

∂H
∂p0

 = (R−1)TJ−1
1

d

dt

q0

p0

 , (1.37)

where the last step is accomplished using Eq. (1.35) for (q0, p0). By putting the result of

Eq. (1.37) in Eq. (1.35) for canonical pair (q1, p1), we find:

d

dt

q1

p1

 =

 0 1

−1 0


 ∂H

∂q1

∂H
∂p1

 = J1(R−1)TJ−1
1

d

dt

q0

p0

 . (1.38)

One can switch the order of differentiation over t and matrix multiplication, while differen-

tiating both sides of Eq. (1.36) over t, since the transport matrix of a beam element from

the beginning to the end is independent17 of the evolution variable t. Comparing this result

with one in Eq. (1.38) one can find:

R = J1(R−1)TJ−1
1 , (1.39)

17The evolution through the beam element depends only on its actual length or the duration of the
evolution in time ∆t in this particular example.
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which can be transformed to a similar form as equation (1.32):

(RTJ1) ·R = (RTJ1) · J1(R−1)TJ−1
1 = −RT I(R−1)TJ−1

1 = −J−1
1 = J1 , (1.40)

The derivation of the symplectic property of the transport matrix can be generalized for the

6-dimensional Hamiltonian beam dynamics18, and can be found in detail in references [16,25].

The symplectic condition in equation (1.32) immediately leads to det(R)=1. This can be

shown by taking the determinant on both sides of the equation and using the matrix property

det(A·B)=det(A)·det(B). This condition is equivalent to the well-known Liouville’s theorem

in Hamiltonian mechanics stating the conservation of phase space volume.

The symplectic property of the transport matrix holds for many beam elements used in

particle accelerators: drift sections, bending magnets, quadrupole magnets, etc. in the ap-

proximation of the linear dynamics. Two or more consecutive beam elements (R1, R2,...,Rn)

result in the overall matrix R describing transport through this beamline:

ξn = Rn ·Rn−1 · ... ·R2 ·R1 · ξ0 = R · ξ0 , (1.41)

where the overall matrix is a product of its components in the reverse order. This is due

to the transport matrix of first beam element being applied to the vector-column first, and

hence places the last in the product of matrices, etc.

There are non symplectic beam elements, whose matrices do not satisfy this condition

because the beam dynamics in them are not Hamiltonian (i.e dissipative). However, such

dynamics can still be described by first order matrices since the formalism resulting in

equation (1.25) presented above still holds. Typically a beam element is described by the

transport matrix within it and the matrices on the borders of the element. Since the elec-

18This is obviously holds for the 2n-dimensional Hamiltonian dynamics, where n is any integer number.
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tromagnetic fields can be discontinuous at the element edges, this approach is often quite

convenient in the field of particle accelerators.

The distribution in phase space of a beam in a particle accelerator is characterized by the

symmetric matrix of the second order momenta known as Σ−matrix [16,25]. Such a matrix

can be found as an ensemble-averaged product of the 6-dimensional vector-column on the

6-dimensional vector-row of an electron19:

〈ξξT 〉 = Σ =



〈x2〉 〈xx′〉 〈xy〉 〈xy′〉 〈xz〉 〈xz′〉

〈xx′〉 〈x′2〉 〈x′y〉 〈x′y′〉 〈x′z〉 〈x′z′〉

〈xy〉 〈x′y〉 〈y2〉 〈yy′〉 〈yz〉 〈yz′〉

〈xy′〉 〈x′y′〉 〈yy〉 〈y′2〉 〈y′z〉 〈y′z′〉

〈xz〉 〈x′z〉 〈yz〉 〈y′z〉 〈z2〉 〈zz′〉

〈xz′〉 〈x′z′〉 〈yz′〉 〈y′z′〉 〈zz′〉 〈z′2〉


. (1.42)

This observation suggests that the evolution of the Σ−matrix in a beam element can be

described via its transport matrix as following:

Σ1 = 〈ξ1ξ
T
1 〉 = 〈Rξ0(Rξ0)T 〉 = R〈ξ0ξ

T
0 〉RT = RΣ0R

T , (1.43)

where the averaging over the ensemble was permuted with the multiplication on the transport

matrix R since the latter is independent of an individual particle. The determinant of the

Σ-matrix characterizes the 6-dimensional phase space volume of the beam. It is conserved

in the case of symplectic linear single-particle dynamics:

det(Σ1) = det(R) det(Σ0) det(RT ) = det(Σ0) . (1.44)

19The particle is an electron in this particular example relevant to this dissertation, while in general for
an accelerator it can be a proton, an ion, etc. It can be even a neutral particle outside of the field of particle
accelerators.
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The 6-dimensional phase space, uncorrelated between different cross planes (x,x′), (y,y′) and

(z,z′), results in the block-diagonal Σ−matrix. Such a beam can be properly characterized

by the transverse emittances introduced in equations (1.11-1.12) and longitudinal emittances

introduced in equation (1.13) which appear to be the determinants of the corresponding 2-

dimensional blocks of the Σ−matrix. The transverse phase spaces of such a beam are often

characterized via the corresponding Twiss parameters. For example, for the horizontal phase

space they are defined according to the equation:

Σ1 =

 〈x2〉 〈xx′〉

〈xx′〉 〈x′2〉

 = det(Σ1)

 β −α

−α γ

 = ε2x

 βx −αx

−αx γx

 , (1.45)

where βx, αx, γx are the Twiss parameters of the (x, x′) phase space and βγ − α2 = 1.

Therefore, βx = 〈x2〉/εx has the dimension of meters in International System of Units (SI

units) and αx = 〈xx′〉/εx is the dimensionless Twiss parameter.

The normal (Gaussian) distribution of the beam20 is described as the exponential of the

product of the Σ−matrix with the 6-dimensional vector ξ on both sides:

N(ξ) = N0 · (2π)−3/2
√

det(Σ−1) · e−
ξTΣ−1ξ

2 , (1.46)

where N0 is the total number of particles in the bunch, which is large enough so one may

consider N(ξ) as a continuous function. The root-mean-square21 (rms) transverse sizes of

the beam are respectively:

σx =
√
〈x2〉 , (1.47)

20Alternatively, in some cases the beam can be represented by a flat-top distribution, which means a
uniform particle distribution within the particle intervals bounded by the beam geometry in the phase space
described by the Σ−matrix

21The root-mean-square width of a 1-dimensional Gaussian distribution is equivalent to its standard de-
viation.
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and

σy =
√
〈y2〉 , (1.48)

and the rms longitudinal beam size is:

σz =
√
〈z2〉 , (1.49)

where the phase space coordinates are considered with respect to the reference particle mean-

ing that 〈x〉 = 〈y〉 = 〈z〉 = 0. Another important characteristic of the beam characterizing

the longitudinal phase space are the total energy spread:

σz′ =
√
〈z′2〉 , (1.50)

and the bunch “chirp” which is a linear energy slope along the bunch length:

h =
〈zz′〉
〈z2〉

=
〈zz′〉
σ2
z

. (1.51)

It is convenient in some cases to separate the total energy spread into uncorrelated (σz′u) and

correlated (σz′c = hσz) energy spreads:

σz′ =

√
ε2z
σ2
z

+
〈zz′〉2

σ2
z

=

√
ε2z
σ2
z

+ h2σ2
z =

√
σ2
z′u

+ σ2
z′c

. (1.52)

The total energy spread is equal to the uncorrelated energy spread if the bunch has zero

chirp.

The majority of beam elements used in accelerators can impose higher order effects on

the particle dynamics which under some circumstances can be significant and have to be

taken into account. Therefore, in addition to the transport matrix M , the beam elements
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are characterized by tensors of higher orders whose components describe the higher order

derivative terms in equations (1.22-1.23). The i−component of the 6-dimensional electron

vector at the exit of the beam element can then be found as:

ξ1i =
∑
j

Rijξ0j +
∑
j,k

Tijkξ0jξ0k +
∑
j,k,m

Pijkmξ0jξ0kξ0m + ... , (1.53)

where Rij are the matrix elements of the linear transport matrix R, Tijk are the elements of

the tensor T describing effects of the second order, etc. The linear dynamics is a preferable

choice of particle dynamics in traditional particle accelerators because of the simplicity of

control and description. In order to compensate for undesired higher order effects unavoid-

ably coming from linear optics22, nonlinear optics elements, such as sextupoles, octupoles,

etc., are sometimes integrated within the beamline. Linear matrices of these elements are

equivalent to the matrix of a drift section associated with its geometrical length along the

beam propagation. Nonlinear elements of the second order can impose effects of the third

order which then can be compensated by the nonlinear effects of the third order and so on.

The higher order effects in this approach should be compensated for until one reaches an

order in which they are negligible for the beam dynamics of interest. These effects can be

calculated analytically using the matrix/tensor formalism. While performing matrix mul-

tiplications is still easily achievable manually, tensor operations accounting for the higher

order effects are often realized with the help of beam tracking codes and other computer

software23.

The actual purpose of powerful beam tracking codes is the necessity to predict collective

effects of particle dynamics in an accelerator, which are nearly impossible to estimate and

22Beam optics and beam lenses are the specific terminology often used in the accelerator community to
describe the diversity of the beamline elements originally coming from the light optics.

23Recent development of powerful mathematical software such as Mathematica [31] which operates with
symbols and formulas and MATLAB [32] which operates with large sets of data numerically allows calculation
of high order beam dynamics without using beam tracking codes.
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implement within the linear or higher order dynamics of the beam interaction with an ac-

celerator structure24. Among others, the interaction between charged particles due to the

Coulomb forces is probably the most straightforward and understandable collective effect.

Indeed, charged particles of the same charge sign push each other away in a static beam. The

relativistic motion of the beam imposes different behavior of the transverse and longitudinal

space charge forces with respect to the propagation direction of the beam. These effects are

known as the transverse space charge effects (TSC) and longitudinal space charge effects

(LSC) in the particle accelerator community. These effects depend on the bunch charge q,

the shape of the beam phase space, and its energy25. In addition, the presence of the beam

structure or simply a beam pipe can influence the space charge effects. The space charge

forces are typically calculated in two steps. First, the electromagnetic fields initiated by the

presence of the beam and its motion are calculated using Maxwell’s equations. Second, the

action of the Lorentz force from this field on each individual particle in the beam is calcu-

lated using the relativistic Newton equations. For calculating the TSC forces we consider a

cylindrically symmetrical electron beam moving along the z−direction with speed βc [16].

In addition, we assume a uniformly distributed long bunch in the longitudinal direction and

the radial dependence ρ(r). From the Maxwell equations in vacuum:

∇ · (ε0E) = ρ , (1.54)

∇×
(
B

µ0

)
= j +

∂(ε0E)

∂t
, (1.55)

24While it is possible to construct a linear transport matrix accounting for collective effects in some
cases, such a matrix typically strongly depends on the beam parameters in contrast to the transport matrix
describing the beam interaction with an accelerator structure.

25Although q was used in equation (1.1) as a charge of the particle, in this dissertation it is predominantly
used for characterizing the bunch charge of the electron beam unless otherwise stated.
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where µ0 = 1/(ε0c
2) is the permeability of vacuum. With the proposed symmetry of the

beam we can find the radial component of the electric field26:

Er =
1

ε0r

∫ r

0

rρ(r)dr , (1.56)

and the angular component of the magnetic field27 arising from the motion of a charged

bunch28:

Bφ =
β

cε0r

∫ r

0

rρ(r)dr . (1.57)

The resulting Lorentz force acting on each ring of the beam depends on the radial coordinate:

Fr(r) =
e

ε0r
(1− β2)

∫ r

0

rρ(r)dr , (1.58)

where e < 0 is the charge of a single electron. Since eρ(r) > 0 and β < 1 we clarify that the

overall force is repulsive. We also admit that for the highly relativistic electron beams the

attractive magnetic component of the Lorentz force nearly compensates its repulsive electric

counterpart. Therefore, the TSC force in this simple model scales as 1/γ2, where γ is the

average Lorentz factor of the beam. For a beam with a Gaussian distribution in the radial

direction and a bunch length l:

ρ(r) =
q

2πlσ2
· e−

r2

2σ2 , (1.59)

26In the cylindrical coordinate the divergence of the vector field A is ∇ ·A = 1
r
∂(rAr)
∂r + 1

r
∂Aφ
∂φ + ∂Az

∂z .

27In the cylindrical coordinate the curl of the vector fieldA is ∇×A =
(

1
r
∂Az
∂φ −

∂Aφ
∂z

)
r̂+
(
∂Ar
∂z −

∂Az
∂r

)
φ̂+

1
r

(
∂(rAφ)
∂r − ∂Ar

∂φ

)
ẑ .

28Here we used j = jz · ẑ = ρ(r)βc · ẑ .



23

where q = Ne < 0 is the total charge of the electron bunch of N particles. We can evaluate

the integral in equation (1.58):

Fr(r) =
Ne2

2πlε0
(1− β2)

1− e−
r2

2σ2

r
. (1.60)

The force is zero at the center of the beam r = 0. The maximum of the radial force is

reached at r ≈ 1.58σ and results in Frmax ≈ 0.45
2π

Ne2

ε0lσγ2 . The TSC force in this simple model

scales linearly with the bunch charge q or the number of particles in the bunch N , and scales

quadratically with the charge of the particle e.

Next, we discuss the simple model beyond the calculation of the longitudinal space charge

forces. In the previous model we discussed a very long uniformly distributed beam in the

longitudinal direction. Such a model would result in a lack of LSC forces. Conversely, a

uniformly distributed beam in the radial direction from 0 to a with a parabolic profile in the

longitudinal direction N(z) = 3N
2l

(
1−

(
2z
l

)2
)

results in a longitudinal force [16]:

Fz =
3(1 + 2 ln(b/a))

π

Ne2

ε0l3γ2
z , (1.61)

where b is the radius of the beam pipe. This repulsive force is compensated at the center

of the bunch and linearly depends on the coordinate along the bunch reaching its maximum

Fzmax ≈ 3
2π

Ne2

ε0l2γ2 at the ends of the bunch29. The electric component of the transverse force in

Eq. (1.60) is γ2 times bigger than its longitudinal counterpart in Equation (1.61), however the

presence of the attractive magnetic component in the transverse force results in both forces

being of the same order. The major difference between them can be due to the various beam

sizes in the transverse (σ) and longitudinal (l) directions. In these simple approximations,

the action of the space charge forces can be presented via the linear transport matrices

29The approximation a = b was used here for simplicity.
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depending on the beam parameters30, while for more sophisticated beam distributions the

use of beam tracking codes to account for space charge forces is required.

There are a variety of codes capable of tracking electron bunches from an injector to

an undulator accounting for the space charge effects such as parmela [33], astra [34],

gtr [36], elegant [37], etc. Despite the wide variety of the available beam elements and

routines for calculating collective effects, we predominantly used elegant for all simulation

studies discussed in this dissertation. The self-generated longitudinal fields are accounted

for in the LSDRIFT routine via longitudinal space charge impedance in free space in the

frequency domain per unit length [38,39]:

ZLSC(k) =
iZ0

πkσ2
r

(
1− kσ2

r

γ
K1

(
kσ2

r

γ

))
, (1.62)

where Z0 = 377 Ω is the free space impedance, σ2
r = σ2

x + σ2
y is the transverse size of the

beam, K1(...) is the first modified Bessel function of the second kind31, and k = 2π/λ, where

λ is the modulation wavelength. Equation (1.62) is valid only for short bunches, when their

lengths in the beam frame is much smaller than the beam pipe radius. The impedance

is used to integrate the LSC kick given by ZLSCLeff through a section of a lattice32. The

LSCDRIFT routine relies on the preceding beam element CHARGE used to define the bunch

charge q in pC. If q = 0 pC in the CHARGE element or LSC=0 in the LSCDRIFT routine,

then the beam element acts as a regular drift33, similar to the different elegant element

DRIF realized as a matrix up to the second order [38].

There is no direct routine in elegant for calculating transverse space charge effects in

linacs. Moreover, the only routine available in elegant for TSC is the SCMULT designed for

30The second order effects for TSC are zero, while the third and higher order effects can be accounted via
the related tensor.

31Kα(x) =
∫∞
0
e−x cosh (t) cosh(αt)dt

32If the impedance and the beam current distribution is known in a small region, one can calculate the
voltage and its action on the particle propagation.

33It acts as the second order drift at q = 0.
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calculations in rings [40]. However, simulating TSC effects in this dissertation is redundant.

Indeed, we predominantly discuss highly relativistic electron beams with a bunch charge

not more than 100 pC at beam energies: E = 1 GeV (γ ∼ 2000) for the Matter-Radiation

Interactions in Extremes Facility (MaRIE) at Los Alamos National Laboratory (LANL) and

E = 1.6 GeV (γ ∼ 3200) for the Linac Coherent Light Source II (LCLS-II) at Stanford

Linear Accelerator Center (SLAC) in Chapter 2, and in addition to those, for E = 250 MeV

(γ ∼ 500) for the MaRIE linac and MaRIE Injector Test Stand (MITS) in Chapter 3. For

these parameters the transverse and longitudinal space charge forces appear to be negligible

if the beam distribution is smooth on the scale of its transverse and longitudinal sizes.

The last condition can be easily compromised in the longitudinal direction because of effects

known in the accelerator community as the microbunching instabilities. There is a possibility

of amplifying noise in the longitudinal direction due to the LSC-induced microbunching

instabilities. Briefly, the noise, always present in the density distribution of the electron

beam, can be transferred to the energy domain via the LSC forces. If the dynamics appear

due to a highly dispersive element, the energy modulations are transferred back to the density

distribution along the bunch amplifying the initial noise. This is similar to the principles of

a klystron amplifier [41]. A more detailed explanation of the LSC-induced microbunching

instabilities related to the beam dynamics can be found in Chapter 2.

Another collective effect which can amplify the initial noise present in the electron beam

is coherent synchrotron radiation (CSR) [39]. CSR effects themselves34 are more “dangerous”

for beam dynamics in dispersive elements such as a bunch compressor discussed in Chapter 2.

They may result in the significant transverse emittance growth [42]. Minimal transverse

emittances are extremely critical for the FEL performance as we will discuss in Section 1.3.

Therefore, it is important to properly account for the CSR effects’ impact on beam dynamics.

34The LSC-induced microbunching instabilities are typically much larger in comparison to the CSR-induced
microbunching instabilities [39].
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As mentioned earlier, a beam moving on a curved trajectory emits synchrotron radiation,

which can be described by the Lienard-Wiechert formula [43]:

E(L,n) =
e

γ2

n− β′

L2(1− nβ′)3
+
e

c2

n× [(n− β′)× g′]
L(1− nβ′)3

, (1.63)

where L is the distance and n is the unit vector directed to the observer, β′ is the instant

normalized velocity of the particle emitting the radiation, and g′ its instant acceleration

whose amplitude is equal to g′ = (β′c)2

r2 for a particle moving on a circular orbit of radius r.

While this effect is extremely important and useful for light sources, its appearance in the

accelerator beamline delivering the beam to an undulator of a FEL35 should be minimized

and/or its impact on the beam dynamics should be compensated. There are two possible

mechanisms. The first is quantum excitation, a random process of energy loss by a particle

in a beam due to radiation which is carried away in portions by photons. This process is

also known as incoherent synchrotron radiation (ISR) due to different particles in the beam

emitting with random phases. Typically, the impact of this radiation on other particles in

the bunch is negligible, and hence often omitted. However, the phase space distribution of

a beam moving on a curved trajectory is affected since different particles in the bunch lose

energy randomly. Moreover, if the propagation happens in a dispersive element, such as

a bending magnet, the energy modulations result in variations of the transverse slopes in

the bending plane, which increases transverse emittance of the beam. These effects can be

accounted for in the elegant routine CSBEND36 describing the propagation in a sector

dipole magnet accounting for symplectic beam dynamics up to the 18th pole moment [38].

The ISR effects’ impact on beam dynamics is typically much less than from the CSR effects.

35Also consider an undulator of a synchrotron and the place of interaction with a laser pulse for the inverse
Compton scattering source.

36The parameter “ISR” should be set to one to include the ISR effects [38].
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Particles in very short electron bunches traveling trough a dipole magnet emit radiation

coherently at a wavelength comparable to the size of the bunch. The interaction of such

radiation emitted by the tail of the beam with the head of the beam is critical for the

beam dynamics in the longitudinal direction and also impacts the transverse phase space

in a dispersive element as mentioned above. The CSR effects’ impact on beam dynamics

in bends were estimated in references [42, 44] motivated by growing interest in X-ray FEL

sources and high energy particle colliders. Next, Saldin et al. [45] developed an analytical 1D

formalism describing CSR effects in bends and downstream drifts starting from the Lienard-

Wiechert formula written in equation (1.63). The first term in the right-hand side of the

equation describes the Coulomb field (velocity field), while the second term is known as a

radiation or an acceleration field. The action of this field on an electron is accounted for via

the Lorentz force resulting in the energy change of the previous one. The angle φ between

the normalized velocity vector β′ and the direction to the second electron is known as the

retarded angle, which is small in the ultrarelativistic approximation. The distance between

two electrons interacting via radiation, also known as the slippage length, can be represented

as:

∆s = s− s′ ≈ (1− β′)rφ+
rφ3

24
, (1.64)

where the first term on the right-hand side is due to the difference between the speed of

an electron and the speed of light, and the second term is due to the difference between

the arc length (the trajectory of an electron) and the chord (the trajectory of a photon).

The singularity appearing in the Coulomb term at zero distance, which is equal to the

zero retarded angle for circular motion, is compensated for by the renormalization of the

Coulomb term via subtracting the related term for the motion of two electrons on a straight

line37. The renormalized Coulomb term of the force acting on the electron at short distance

37Basically, the LSC forces of the straight motion are artificially excluded from this CSR formalism and
can be added in the following drift element as a kick if necessary.
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(φ� 1/γ) scales as −2e2γ4

r2 , while the acceleration terms scale as 2e2γ4

3r2 . Therefore, the overall

radiative force is decelerative at short distances. At large retarded angle φ� 1/γ, resulting

in ∆S � r/γ3, the Coulomb force is negligible and the overall radiation force is accelerative.

Hence, CSR radiation results in a longitudinal wakefield along the bunch, known as the

CSR wake38. In the 1D approximation, the overall CSR wake is calculated for the known

longitudinal distribution of the electron beam and its action on the electrons along the beam

can be calculated. This model does not account for the shielding of the CSR radiation within

a vacuum tube or effects on the transverse distribution of the beam. However, these effects

based on the presented formalism can be accounted for in the beam tracking codes.

The 1D formalism presented in reference [45] is implemented in the elegant beam

elements CSRBEND and CSRDRIFTS [46]. CSRBEND is the extension of the CSBEND

element discussed above with added CSR effects. The beam propagation in the sector magnet

is divided into several regions, whose number can be specified by the user. At the end of

each region, the CSR wake is calculated along the beamline and the CSR energy kicks are

applied to the electron distribution. Since canonical integration through each region includes

transport to all orders, the dispersive CSR effects on the dynamics in the transverse phase

space in the bending plane are accounted for automatically. This routine also accounts for

transient effects happen when a CSR-wake enters and exits the magnet based on the model

presented in reference [47]. Since the approximation of a stationary wakefield does not hold

in the short bending magnets, this is included as an additive transient force, which disappears

for long bending magnets [46]. The CSR radiation can exit the dipole magnet and keep acting

on the beam in the downstream elements. Such an action is accounted for by CSRDRIFT

elements during free space propagation [38] based on the 1D CSR model [45, 47]. The CSR

38The CSR wake emitted by the particles in the tail of the beam acts on the particles in front of the beam,
because in the relativistic regime the radiation is emitted predominantly in the cone 1/γ along the direction
of the beam propagation. By contrast, a typical wakefield in an accelerator initiated by particles in the head
of the bunch acts on the particles propagating behind it.
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effects within different elements are calculated in a downstream CSRDRIFT element39. The

1D model realized in elegant neglects the effects of the transverse beam distribution while

calculating CSR, neither does it include the variation of the CSR wake across the bunch.

This 1D approximation is legitimate if the Derbenev et al. criteria is satisfied [44]:

σr
σs
�
(
r

σs

)1/3

, (1.65)

where σr and σs are respectively transverse and longitudinal rms beam sizes. This condition

can be checked directly in the CSRDRIFT routine in elegant within a bending magnet

by setting the related parameter “DERBENEV CRITERION MODE=evaluate.” The CSR

effects accounting for the transverse and longitudinal distribution of the beam are imple-

mented in a different beam tracking code, csrtrack [48], based on the formalism presented

in references [49, 50]. The 3D CSR effects do not appear to be important in the scope of

the work presented in this dissertation, so we skip the description of the model realized in

CSRTRACK here.

Summarizing this section, beam propagation through a beamline of a linear accelerator

is described via the evolution of its phase space with respect to a reference particle. The

beam interaction with the electromagnetic fields of the beamline elements can be described

via linear matrix formalism, while effects of the second and higher orders can be accounted

for via tensors of related orders. The collective effects, which are the interactions between

different particles in the beam during the propagation, such as CSR and SC, can be described

by simple 1D models and can be simulated with good accuracy in beam tracking codes. CSR

and LSC effects can significantly impact beam dynamics and result in the degradation of the

transverse and longitudinal emittances and the overall beam phase space. These effects can

39If the action of the LSC effects is expected to be critical within an element, for example in a bending
magnet simulated by a CSRBEND routine, the element of interest can be split into several regions and the
LSCDRIFT elements can be added between those regions [38].
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be critical for an electron beam to effectively drive a free electron laser and produce high

quality X-ray radiation as we will discuss in the next section.

1.3 Working principles of a Free Electron Laser and

requirements on the driving electron beam

The Linac Coherent Light Source (LCLS) at SLAC, which produced its first light in 2009,

started a new era of 4th generation X-ray light sources [51]. Since then, many X-Ray FEL

facilities40 have been commissioned and are now in operation: Spring-8 Angstrom Compact

Free-electron Laser (SACLA) at Harima, Japan in 2012 [53], European X-ray free-electron

Laser (EXFEL) at DESY in Hamburg, Germany 2017 [54], and SwissFEL at Paul Scherrer

Institute (PSI) in Villigen, Switzerland in 201741 [56]. Some X-ray FELs are still in the

design and construction stage such as LCLS-2 at SLAC [57] and MaRIE at Los Alamos

National Laboratory (LANL) [58].

Scientists at Los Alamos National Laboratory are considering a light source with extreme

capabilities, such as an ultrashort wavelength of 0.02 nm, high brightness, high repetition

rate, and much more as a main part of the Matter-Radiation Interactions in Extremes Facility

(MaRIE) at LANL42. Such extreme capabilities for a hard X-ray light source can be realized

only as a Free Electron Laser. The wavelength of the radiation in a FEL near the undulator

axis43 is:

λx−ray =
λu
2γ2

(
1 +

K2

2
+ γ2θ2

)
, (1.66)

40Close to the X-Ray region, FLASH FEL at The Deutsches Elektronen-Synchrotron (DESY) started
operation in 2005 [52] It covers the wavelength range from 4 to 90 nm among two undulators, which are
driven by a single linac.

41The first pilot experiment at SwissFEL was conducted in 2017 [55], while user’s operations are expected
to start in the end of 2018.

42The MaRIE project was approved as Critical Decision-0 (CD-0) in 2016.
43Assuming the beam is injected in the undulator parallel to the undulator axis.
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where K is the undulator parameter defined in Eq. (1.10), γ is the electron Lorentz factor, λu

is the undulator period and θ is the radiation emission angle with respect to the undulator

axis. The shortest possible undulator period is∼1 cm, achievable without losing the accuracy

of the geometric structure and, as a result, necessary magnetic field precision over a few

hundred meter long undulator. For the undulator parameter K ∼ 1 and on-axis observer

(θ = 0), this suggests that a beam energy of ∼10 GeV is required to drive this FEL for

generating sub-angstrom radiation. In addition, the electron beam emittance limitation for

a free electron laser is44 [19, 20]:

εnx,ny ≤
βγλx−ray

4π
, (1.67)

where εnx,ny = βγεx,y are normalized emittances and β = v/c is the normalized electron

velocity, which is ∼ 1 in the highly relativistic regime. Equation (1.67) suggests emittance

of ∼ 0.03 µm for the discussed MaRIE parameters: λ ∼ 0.02 nm and γ ∼ 2× 105. Effective

lasing strongly depends on the electron beam satisfying this condition, however typically

emittances a few times bigger are still acceptable in high gain FELs. For example, the

anticipated beam emittance for MaRIE is ∼ 0.3 µm meaning that this FEL will be operating

in the emittance-dominated regime and 3D effects of the electron beam dynamics in an

undulator have to be taken into account. Moreover, using a beam with bigger emittances

results in an increased FEL gain length and, as a result, the overall undulator length. As will

be discussed further in Chapter 2, the normalized emittances can only grow during beam

propagation in an accelerator. Stochastic cooling [59] is the only technique known to decrease

the overall phase space volume of the beam45. However, it has never been experimentally

44This condition is the limitation of the electron phase space area in respect to the produced radiation
phase space volume, since FEL work principles rely on the proper interaction of the electron beam with
produced radiation. In the Rayleigh approximation of the Gaussian laser radiation, the equivalent photon
beam emittance is ∼ λ/4.

45Here we assume the normalized phase space volume taking into account the acceleration.
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realized in the linacs of any existing FELs to the best of our knowledge. Nevertheless, the

ultra-cold electron beam has to be produced and injected in the linac of a FEL. State-of-the-

art high brightness photo-injectors are capable of producing such beams. Their emittances

are limited by transverse space charge forces and scale with bunch charge, q, as [60,61]:

εnx,ny ∼ 1 µm · (q/nC)1/2 . (1.68)

This results in εnx,ny ∼ 0.3 µm for a q = 100 pC bunch. This bunch charge emphasizes the

limitation on the bunch length in undulator( ∼ 10 fs) to reach the required high current (

∼ 10 kA) for FEL lasing. In addition, the longitudinal space charge forces at the injector

and at the earlier stages of acceleration reinforce to produce long bunches with as small-

as possible transverse emittances and energy-spread on the photo-cathode, and enhance

their peak current using one or several bunch compressors once the beam becomes highly

relativistic. A bunch compressor is a specific line of beam elements which compresses the

beam in the longitudinal direction. As discussed earlier, the overall phase space volume

cannot be decreased. Therefore, compressing the beam typically results in an enlarged beam

energy spread46.

A FEL relies on proper synchronization between the electrons traveling in an undulator

and the produced X-ray radiation. The average beam energy and the undulator period, λu,

define the resonant wavelength of the produced radiation. Meanwhile, the energy deviation of

electrons in the beam defines the bandwidth of the instantaneously produced X-ray radiation

and the overall efficiency of lasing. The actual (e.g not normalized) beam energy spread is

defined here as:

σγ =

√
〈γ2〉 − 〈γ〉2 , (1.69)

46The beam in a typical bunch compressor is reshaped in the longitudinal phase space.
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the condition for proper lasing is:

σγ ≤ 0.5 ρFEL , (1.70)

where ρFEL is the FEL parameter also known as the Pierce parameter [19,20]:

ρFEL =
λu

4
√

3πLg
, (1.71)

where Lg is the effective gain length defined in one-dimensional FEL theory, not accounting

for 3D effects. Summarizing the above, a bunch compressor (BC) is one of the key elements in

any X-ray FEL. Ideally, the beam traveling through it should be compressed, while the input

beam quality should be preserved, particularly in terms of the transverse and longitudinal

emittances. Moreover, residual correlations between transverse and longitudinal phase spaces

at the exit of a BC should be minimized (as we will discuss in Chapter 2).

The most commonly used type of a bunch compressor in a FEL linac is realized via a

combination of a chicane, a chirper and a dechirper. Without going into much detail47, a

chicane usually consists of four bending magnets separated by drift spaces. Such a beamline

imposes a pathlength dependence on energy: it takes longer for lower energy particles to

go through the chicane. Thus, if the beam at the entrance of the chicane has correlations

in the longitudinal phase space, such that electrons in front of the beam have lower energy

than electrons in the tail of the beam (a chirp), the chicane will compress it. Chirping the

beam is usually realized via an off-crest acceleration, which unavoidably results in a lower

acceleration gradient48. Therefore, it can be beneficial to realize a BC as a combination of

transverse deflecting cavities, separated by drifts, as we will discuss in Chapter 3. We will

47See Chapter 2 for more details.
48A larger slope is required for shorter bunches, resulting in bigger off-crest phase and bigger gradient loss.

See Chapter 3 for details.
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also demonstrate that this scheme can be modified to remove the imposed energy slew along

the beam after the chicane, which is typically also realized by an off-crest acceleration.

Typically, bunch compression in a FEL linac is realized via multiple compression modules

placed at different locations along the beamline, and, as a result, at different energies of the

electron beam. The multistage scheme is defined by the fact that often a high compression

ratio (∼ 100) is required, and it is almost impossible to realize as a single chicane-type

bunch compressor in the approximation of realistic energy chirps. There are several factors

which degrade the quality of an electron beam traveling through a bunch compressor, such as

space charge effects and coherent synchrotron radiation. Moreover, these effects can amplify

the current density noise always present in an electron beam. Such effects are known as

longitudinal space charge induced micro-bunch instabilities, mentioned above, and CSR-

induced microbunching instabilities. All of these are collective effects, by nature arising

from interactions between different particles in the beam via electromagnetic forces. For

a homogeneous beam of ∼ 100 pC bunch charge, space charge effects dominate at energies

≤ 300 MeV, while CSR effects are dominant at energies of ≥ 300 MeV. Following the outlines

of existing FELs, the original plan is to have two chicane-type bunch compressors at 250 MeV

and 1 GeV for the MaRIE XFEL linac to minimize SC and CSR effects and satisfy the design

needs of ∼ 600 compression ratio. Preliminary studies have shown that a standard chicane-

type bunch compressor at 1 GeV strongly distorts and dilutes the transverse phase space of

the electron beam, increasing its emittances due to CSR effects. In addition, LSC-induced

microbunching instabilities are another bottleneck of this BC critical for effective FEL lasing.

In finding an alternative solution, we propose realizing a second bunch compressor as a double

emittance exchanger (EEX)49 and a telescope in Chapter 2. Previously, schemes based on a

single EEX were discussed, which would switch the longitudinal and transverse phase space

49Principles of operation of an emittance exchanger and the physics behind it are explained in details in
Chapter 2.
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of the beam to reach a desired bunch size. However, the quality of the transverse phase

space of the electron beam is also important for effective FEL lasing. In addition, initial

transverse and longitudinal emittances are produced with very different values in a photo-

cathode injector. Therefore, the schemes based on a single EEX did not improve the beam

quality compared to the standard chicane-type bunch compressor. In the newly proposed

design, the initial phase spaces are preserved in the approximation of ideal exchange, while

the longitudinal bunch size is compressed by transverse optics elements in the telescope

located between two EEX modules. If the emittance growth due to CSR effects in this

scheme is comparable with the chicane-type counterpart, the scheme will be beneficial due

to suppression of the microbunching instabilities, and thereby is an improvement over the

chicane-type bunch compressor. Finally, there are almost no limitations on transverse optics,

which is why such a scheme may reach high compression ratio and substitute for both

compressors at once.

1.4 Inverse Compton scattering source working principles and

requirements on driving electron beam

Inverse Compton scattering (ICS), scattering photons off relativistic electron beams, was

discovered and explained in 1923 by Arthur H. Compton [62]. The lower energy limit of

Compton scattering, Thompson scattering was demonstrated even before that [63]. Since

then, the physics of inverse Compton scattering (ICS) has been explored in many different

systems. It has practical applications in different types of devices, one of which is an ICS

X-ray light source. In such a source, a relativistic electron bunch collides with a counter-

propagating laser pulse. Each electron oscillates in the electromagnetic field of the laser

pulse and generates backscattered radiation at the up-shifted frequency (∼ 4γ2ω, where γ is
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the relativistic Lorentz factor for electron) relatively to the laser frequency (ω). From this

perspective, an ICS is similar to undulator radiation in which electrons are oscillating in a

periodic magnetic field. The photons produced by electrons in an ICS source have random

phases and, hence, sum up incoherently with each other. The lack of a proper bunching

mechanism for an ICS source results in a brightness of 1020 − 1022 ph/mm2/mrad2/s/0.1%

BW , which is typically ten orders of magnitude lower than the brightness of FELs, where

self-bunching of electrons develops. As a result, ICS sources, based on current technology,

cannot fully compete with FELs. On the other hand, ICS sources do not require such

high energy electrons as FELs to produce photons of the same energy, due to the short

laser wavelength (0.4 − 10 µm) compared to an undulator period in FELs (1 − 10 cm).

Hence, ICS X-ray sources do not require long accelerators such of those used for FELs.

They can be very compact if driven by high-gradient accelerators, such as Plasma Wakefield

accelerator (PWA) or Dielectric Wakefield accelerator [64,65]. Understanding the limitations

on brightness in ICS sources is of large interest to the scientific community. The brightness

of ICS sources is limited by the nonlinear frequency shift at high laser intensity and by

the electron beam quality since electrons traveling at different angles with different energies

produce photons with different energies. In Chapter 4 of this dissertation we focus on the fact

that spectral brightness of the source depends on the 6D electron phase space distribution

and the laser beam parameters. The peak brightness of the ICS source can be maximized

if the electron phase space is reshaped so that all electrons scatter off X-ray photons at the

same frequency in the same direction. However, the existing theoretical models of ICS are not

able to quantitatively estimate this effect, since they do not account for possible correlations

between the electron positions in the phase space [66, 67]. In Chapter 4, we demonstrate

that the parameters of ICS can be found for an arbitrary distribution of electrons using the

Wigner function approach [68–72]. A similar approach has been used in previous research

to describe the transverse brightness of light sources [73–78].
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1.5 Organization structure of the dissertation

In the second chapter, we discuss an alternative scheme of bunch compression based on

the double emittance exchanger (EEX) for a FEL-driving linac. The idea behind this scheme

is quite simple. First, the transverse and the longitudinal phase spaces are exchanged by

the first EEX. Then, the new transverse phase space is reshaped by transverse beam optics

elements, such as quadrupole magnets (quads) and free space propagation elements (drifts),

resulting in compression of the beam along the x−direction. Finally, the reshaped transverse

and longitudinal phase spaces are exchanged back in the second EEX, delivering a longitudi-

nally compressed beam. In comparison to a standard well-studied chicane-based BC, such a

scheme does not require an additional chirper and dechirper. Specifically, we propose a novel

asymmetrical double emittance exchange scheme. By optimizing this beamline, we demon-

strate that the new scheme allows to suppress CSR and nonlinear effects which critically

demolish performance of its symmetrical counterpart.

In the third chapter, we propose and describe a new scheme for chirping and dechirping

the beam based on using transverse deflecting cavities (TDCs) separated by drifts. Such

schemes mix transverse and longitudinal phase spaces for the sake of imposing/removing

energy correlations along the bunch. These schemes predominantly rely on the transverse

beam size in the middle cavity, in comparison to off-crest acceleration for imposing and

removing energy slew along the bunch, which both depend efficiency-wise on the longitudinal

bunch size within the accelerating cavity. Since the transverse beam size is much more flexible

and can be changed using a diverse pool of transverse optics elements in comparison to the

longitudinal size, typically fixed in linacs, such schemes are more cost and energy effective.

We discuss potential applications of these schemes for compressing the beam as parts of the

chicane-based bunch compressors in FEL linacs.
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In the fourth chapter, we propose and develop the novel 6-dimensional theory of an

ICS source based on the Wigner function approach. Initially, this theory was motivated

by an idea to maximize brightness of an ICS source by reshaping the electron beam in

phase space, while existing theoretical models were not capable of predicting the impact of

arbitrary correlations in the electron phase space. Since the analytical dependence of the

photon phase space of the produced radiation from the electron beam phase space can be

analytically derived, this theory opens up the possibility for non-invasive diagnostics of the

6D phase space of the electron beam via the diagnostics of the produced radiation during

beam propagation in an undulator or during the inverse Compton scattering process.



CHAPTER 2

DOUBLE EMITTANCE EXCHANGER AS A BUNCH

COMPRESSOR

In this chapter, we discuss an advanced scheme of a bunch compressor (BC), based on

the double emittance exchange. As it was discussed in Sec. 1.3, modern FELs requires high

current and low emittance beam to reach high peak brightness of the X-ray photons. While

state-of-the-art photocathodes are able to produce cold (low emittance) beam, its bunch

charge is limited by the space charge forces, especially dominating at low beam energies.

Therefore, accelerators driving FELs typically have several bunch compressors to reach the

required high current. The longitudinal beam size is shortened multiple times (×10− 20) in

each BC, which usually leads to the increased energy spread1.

This chapter is organized as follows. First, we discuss a standard chicane-based bunch

compressor scheme. It relies on passing a beam with imposed energy slew (or chirped beam)

through the dispersive beam line, chicane. Typically beam is chirped, while being priorly

accelerated off-crest. There are some alternative schemes, as it will be discussed in Chapter 3.

Nevertheless, removing of the imposed correlated energy spread is required at the exit of the

chicane before the beam enters an undulator section. The latest can be realized by a long

free space propagation or by applying a dechirper (see Chapter 3 for more details). Second in

this chapter, we introduce an alternative scheme of a bunch compressor, which does not rely

on a beam being chirped2. It is based on using two emittance exchange modules separated

1Linear beam dynamics has several invariants of motion as discussed in Sec. 2.2. It results in that
the 6-dimensional beam phase space in a bunch compressor cannot be cooled overall, but only reshaped.
Compressing beam along one coordinate in the phase space typically leads to expanding it along another
canonically conjugated coordinate.

2In principal, it can also effectively work for beams with non-zero correlated energy spread.
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by a transverse “telescope”. For this scheme, we present numerical studies of the beam

dynamics, including the nonlinear and CSR effects. We then demonstrate how these effects

can be minimized by simultaneously tuning the beam optics and beam line parameters.

Finally in this chapter, we discuss an alternative EEX beamline with a reduced number of

bending magnets (two instead of four), and demonstrate that the overall CSR dynamics in

a bunch compressor does not necessary scale with a number of the CSR-imposing elements.

2.1 Working principle of a chicane-based bunch compressor

A typical bunch compressor is realized via a chicane with four bending magnets or C-

chicane (Fig. 2.1 (a)) resulting in the non-zero R56 element. Its matrix in 6D (x, x′, y, y′, z, z′)

phase space is3:

Rchicane =



1 Lx 0 0 0 0

0 1 0 0 0 0

0 0 R33 R34 0 0

0 0 R43 R44 0 0

0 0 0 0 1 R56

0 0 0 0 0 1


. (2.1)

This matrix can be found as a matrix product of its structural components: two doglegs

shifting up and down4 separated by a free space propagation section:

Rchicane = Rdogleg(η)RDrift(L2)Rdogleg(−η) . (2.2)

3In this chapter, z and z′ are referred to the canonical coordinates: s − ct and δγ/γ, respectively as
introduced in Sec. 1.2.

4The bending plane (x, z) is referred as the vertical plane here.
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A dogleg beamline is represented by the following transfer matrix [16]:

Rdogleg(η) =



1 Leff 0 0 0 η

0 1 0 0 0 0

0 0 R′33 R′34 0 0

0 0 R′43 R′44 0 0

0 η 0 0 1 ψ

0 0 0 0 0 1


, (2.3)

where η is the dispersion. The matrix of a free space propagation (drift) of a length L for

the highly relativistic beam (γ � 1) is:

RDrift(L) =



1 L 0 0 0 0

0 1 0 0 0 0

0 0 1 L 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1


. (2.4)

A dogleg is a sequence of two identical but oppositely oriented bending magnets separated

by drift. This beamline shifts the beam in the bending plane and imposes transverse-

longitudinal correlations. Each bending magnet can be represented by the transfer matrix
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under the assumption that the beam trajectory is orthogonal to the edge surfaces of the

magnet [16]:

Rbend(r, θ) =



cos θ r sin θ 0 0 0 r(1− cos θ)

r−1 sin θ cos θ 0 0 0 sin θ

0 0 1 rθ 0 0

0 0 0 1 0 0

− sin θ −r(1− cos θ) 0 0 1 r(sin θ − θ)

0 0 0 0 0 1


, (2.5)

where θ is the bending angle and r is the bending radius, and D = rθ is the length of the

bending magnet along the beam path. For instance, θ < 0 and r < 0 for bending a trajectory

up and vice versa. Focusing or defocussing effects by the edge of the magnet appear, if the

beam arrives to/leaves the bending magnet under an angle α relatively to the normal vector

to the edge surface. This can be described by the following transfer matrix [16]:

Redge(r, α) =



1 0 0 0 0 0

r−1 tanα 1 0 0 0 0

0 0 1 0 0 0

0 0 −r−1 tanα 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1


. (2.6)

The total transfer matrix of a bending magnet with equal edge angles α can be found as:

Rbend′(r, θ, α) = Redge (r, α)Rbend(r, θ)Redge (r, α) . (2.7)
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If α = θ/2 for each bending magnet5, the combination of two bending magnets accounting

for the edge focusing effects separated by the drift L1 results in the transfer matrix of a

dogleg shifting the trajectory up as presented in equation (2.3):

Rdogleg(r, θ, L1) = Rbend′(r, θ,
θ

2
)RDrift(L1)Rbend′(−r,−θ,−

θ

2
) , (2.8)

Parameters of the dogleg can be found as follows. The dogleg dispersion is:

η = −2(L1 + r sin θ) tan

(
θ

2

)
, (2.9)

and its R56 matrix element is equal to the expression below:

ψ = −2r(θ + sin θ) + 8r tan

(
θ

2

)
+ 4L1 tan2

(
θ

2

)
. (2.10)

The effective length for the vertical dynamics happening in the bending plane is:

Leff = L1 + 2r sin θ , (2.11)

and the horizontal dynamics elements in Equation (2.3) can be found as6:

R′33 = R′44 = 1− tan
θ

2

(
θ tan

θ

2
− 2

)(
L1

r

(
θ tan

θ

2
− 1

)
− 2θ

)
, (2.12)

R′34 =

(
θ tan

θ

2
− 1

)(
L1

(
θ tan

θ

2
− 1

)
− 2rθ

)
, (2.13)

R′43 =
R′33

2 − 1

R′34

, (2.14)

5Such a configuration is often referred as a sector magnet.
6The only difference between matrices of dogleg up and dogleg down is in the sign of the dispersion ±η,

while all other matrix elements are the same.
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Finally, parameters of the chicane can be written down based on the presented formalism.

The chicane strength is equal to:

R56 = 2ψ , (2.15)

and the effective chicane length in the vertical plane (x, x′) is:

Lx = 2Leff + L2 , (2.16)

where L2 is the free space propagation length in between of two doglegs. The matrix elements

describing (y, y′) dynamics can be found from their dogleg counterparts as following:

R33 = R44 = R′33
2

+ L2R
′
33R

′
43 +R′34R

′
43 , (2.17)

R34 = R′33(L2R
′
33 + 2R′34) , (2.18)

R43 =
R2

33 − 1

R34

. (2.19)

The linear beam dynamics within the elements of a chicane is coupled in 4-dimensional

(x, x′, z, z′) phase space, while the transverse dynamics along (y, y′) phase space is uncoupled.

The chicane acts on the longitudinal coordinate of a particle in the bunch as:

zf = zi +R56 · z′i , (2.20)

which literally means that particles with smaller energy than the reference particle will

travel through the chicane longer and vise verse. According to the equations (1.42,1.43) for

an ensemble of particles, we find:

σ2
zf

= σ2
zi

+R2
56〈z′2〉i + 2R56〈zz′〉i . (2.21)
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Since R2
56 > 0, the equation (2.21) results that a bunch has to have a nonzero correlated

energy spread (R56〈zz′〉i < 0) to be compressed in the chicane. Next, by using equation (1.13)

for the longitudinal emittance, we find:

σ2
zf

= σ2
zi

+R2
56

ε2z
σ2
zi

+R2
56

〈zz′〉2i
σ2
zi

+ 2R56〈zz′〉i . (2.22)

Analyzing the expression on the right-hand part of equation (2.22), we find that the minimum

bunch length is reached when:

〈zz′〉i = −σ2
zi
/R56 (2.23)

and equal to:

min
(
σ2
zf

)
= R2

56

ε2z
σ2
zi

= − R56

〈zz′〉i
ε2z =

σ2
zi

〈zz′〉2i
ε2z , (2.24)

where we assumed that the longitudinal emittance remains constant once one imposed a

correlated energy spread on the beam. Hence, we find the maximum compression ratio:

mmax = max

(
σzi
σzf

)
=
|〈zz′〉i|
εz

, (2.25)

which justifies that one needs to maximize the uncorrelated energy spread to maximize the

compression. In addition, the equation (2.25) suggests that it is easier to compress beams

with smaller longitudinal emittance than beams with larger emittance in a chicane-based
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BC. The correlated energy spread before the chicane can be imposed via an element (or a

beamline) known as a chirper7:

Rchirp =



1 Lc 0 0 0 0

0 1 0 0 0 0

0 0 1 Lc 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 R65 1


, (2.26)

where R65 < 0. The chirper does not affect the longitudinal beam size σz1 = σz0 , while the

correlated energy spread on its exit is8:

〈zz′〉1 = R65 · σ2
z0

, (2.27)

and the uncorrelated energy spread is respectively:

〈z′2〉1 = 〈z′2〉0 +R2
65 · σ2

z0
. (2.28)

The longitudinal beam size after the chicane becomes:

σ2
z2

= (1 +R56R65)2σ2
z0

+R2
56〈z′2〉0 (2.29)

7In the following matrix the effective vertical and horizontal lengths are chosen to be identical for simplicity
but can vary for the chirper Lc and the dechirper Ld. This condition is redundant.

8The coordinates of the beam on the entrance of the chirper are referred with index 0, at the exit of it as
1, and etc.
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and the correlated energy spread can be found as following:

〈zz′〉2 = R65(1 +R56R65)σ2
z0

+R56〈z′2〉0 , (2.30)

while the energy spread remains unchanged 〈z′2〉2 = 〈z′2〉1. One needs to complete the

scheme with a dechirper in order to remove the correlated energy spread 〈zz′〉2 after the

chicane. The dechirper is described by the matrix in equation (2.26) with R′65 > 0 and

R12 = R34 = Ld. Up to now matrix elements R56 of the chicane and R65 of the chirper

could have been independent of the beam parameters unless ones aims to maximize the

compression ratio according to equation (2.23). However, the longitudinal beam size got

changed (as intended) due to the action of the chicane, hence R′65 of the dechirper depends

not only on the parameters of the chirper R65 and the chicane R56, but also on the initial

beam parameters:

R′65 = −〈zz
′〉2

σ2
z2

= −
R65(1 +R56R65)σ2

z0
+R56〈z′2〉0

(1 +R56R65)2σ2
z0

+R2
56〈z′2〉0

. (2.31)

Therefore, the final matrix of the chicane-based bunch compressor is specific for each set of

the longitudinal beam parameters and can be found as:

RBC =



1 LBCx 0 0 0 0

0 1 0 0 0 0

0 0 R′′33 R′′34 0 0

0 0 R43 R′′44 0 0

0 0 0 0 1 +R56R65 R56

0 0 0 0
R56〈z′2〉0

(1+R56R65)2σ2
z0

+R2
56〈z′2〉0

(1+R56R65)σ2
z0

(1+R56R65)2σ2
z0

+R2
56〈z′2〉0


, (2.32)
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where LBCx = Lc + Lx + Ld, and the elements describing the transverse dynamics in (y, y′)

phase space are R′′33 = R33 + LdR43, R′′44 = R33 + LcR43 and R′′34 = (Lc + Ld)R33 + R34 +

LcLdR43. The impact of the chicane (R56 > 0) on the longitudinal dynamics is equivalent

to the impact of the free space propagation (R12 > 0) on the transverse dynamics. There-

fore, the chicane has to be accompanied by at least two other elements, a chirper (R65 < 0)

and a dechirper (R65 > 0), to complete a bunch compressor for a beam with given lon-

gitudinal parameters. The chirper and dechirper are longitudinal analogs of focusing and

defocussing transverse elements, respectively. Therefore, the resulting chicane-based beam

line compresses the beam in the longitudinal phase space, similar to how a two-quad telescope

compresses the beam in the transverse phase space (x, x′):

RTxx′
=

 1 0

1/f2 1

 ·
1 d1

0 1

 ·
 1 0

1/f1 1

 =

 1 + d1

f1
d1

d1+f1+f2

f1f2
1 + d1

f2

 . (2.33)

One needs at least two drifts and two quads to combine a transverse telescope for an arbitrary

beam:

RT̃xx′
=

1 d2

0 1

 ·
 1 0

1/f2 1

 ·
1 d1

0 1

 ·
 1 0

1/f1 1

 =

−d2

d1
0

0 −d1

d2

 , (2.34)

where the requested conditions on focal distances are f1 = d1d2/(d1 + d2) − d1 and f2 =

−f1 − d1. Similarly, one needs at least two chicanes, a chirper and a dechirper to make

a universal beam-independent bunch compressor R66 = R−1
55 = m > 1, where m is the

compression factor9.

The standard approach to impose/remove the correlated energy spread is realized via

an off-crest acceleration. Briefly, this method leads to the reduced acceleration gradient in

9Such schemes are not widely used in FEL driven linacs. The universality of a BC for an arbitrary beam
is sacrificed towards the simplicity of the scheme.



49

comparison to the on-crest acceleration. This loss is discussed in details and quantified in

Chapter 3. A novel scheme for chirping/dechirping the bunch based on transverse deflecting

cavities is also introduced in Chapter 3. Meanwhile, there are several modifications of a

standard chicane, for example, an S-chicane combined from six bending magnets (Fig. 2.1

(b)), where two pairs of magnets are located on the opposite sides of the x−axis [79]. The

more advanced scheme of a chicane-based BC relies on a double-chicane, requiring eight

bending magnets (Fig. 2.1 (c))10. This is considered as a primary compressing scheme for

the MaRIE XFEL beamline [80]. It is combined from two oppositely oriented chicanes11

to compensate a time-dependent dispersion from the CSR wakefield and, as a result, to

minimize the transverse emittance degradation caused by it.

(a) (b)

(c)

Figure 2.1: Schemes of the C-chicane (a), S-chicane (b), and double-chicane (c) consisting
of four, six and eight bending magnets, respectively. Green and blue rectangles represent
different dipole magnets.

10Different colors of dipole magnets represent that each chicane can have different bending magnets re-
sulting in the different R56 matrix elements.

11In general, chicanes are not identical and each of them can have different bending magnets and drifts.
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At high electron-beam energies, all chicane-based BCs suffer from CSR effects in bends

and following them elements. As we promptly discussed in Section 1.2, particles in front of a

bunch interacts with a CSR wake emitted by the tail of the bunch while the beam moves on

the curved trajectory. This results in the transverse emittance enlargement [42, 44, 45, 81].

Another factor limiting beam quality is the microbunching instabilities caused by collective

effects of the multi-particle dynamics: predominantly by the longitudinal space charge (LSC)

forces [82,83] and less by the CSR effects [84]. Current and energy modulations on the noise

level are always present in the electron beam. Saldin et al. predicted that a noise in the

longitudinal direction will be amplified by the LSC space charge forces in the chicane-based

BC comparing this effect with a working principles of a klystron amplifier [41]. Following

the formalism of this paper, we assume that the beam upstream of the bunch compressor

has a current modulation:

I1(z) = I0(1 + ρ0 cos(kz)) , (2.35)

where k = ω/c, ρ0 and ω is respectively the modulation density and frequency. While the

bunch passes through the long drift or/and accelerator section, LSC forces amplify this noise

resulting in the strong energy modulations along the beam:

∆γ(z) = ∆γm cos(kz) , (2.36)

and its amplitude can be found as:

∆γm =
|Z(k)|
Z0

I0

IA
ρi , (2.37)

where IA = 17 kA is the Alfven current, Z0 = 377 Ω is the vacuum impedance, and Z(k)

is the longitudinal impedance characterizing the action of longitudinal wakefields12. Due

12For example, equation (1.62) describes Z(k) for the beam with a parabolic longitudinal profile.
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to a non-zero R56 matrix element in a chicane, these energy modulations results in the

modulations of the current at the exit of the chicane. This current in the approximation of

the initial DC current beam (σz → ∞) with the Gaussian energy spread and linear energy

chirp along the bunch 〈zz′〉/σ2
z can be found as [41]:

I2(z) = CI0

(
1 + 2Σ∞n=1Jn

(
nCkR56

∆γm
γ0

)
e−

n2C2k2R2
56〈z′2〉

2 cos(nCkz)

)
, (2.38)

where C = (1 + 〈zz′〉R56/σ
2
z)
−1 is the compression factor. For nCkR56

∆γm
γ0
� 1, by keeping

only the linear harmonic term one can find13:

I2(z) = CI0 +CI0 cos(Ckz) ·CkR56
∆γm
γ0

e−
C2k2R2

56〈z′2〉
2 = CI0 (1 + ρind cos(Ckz)) , (2.39)

where ρind is the induced density modulation in the chicane14. Analyzing the second term

on the right-hand part of equation (2.39), we find that if 〈z′2〉 � ∆γm/γ0 the harmonic

component becomes negligible, otherwise chicane can significantly amplify initial density

and energy modulations along the bunch at the exit of the BC. This would eventually lead

to the possible loss of FEL performance [85–88].

There are several methods to suppress the microbunching instabilities in the chicane-

based bunch compressors. For example, the uncorrelated energy spread can be increased

in a superconducting wiggler, where the ICS radiation is induced [86]. Heating the elec-

tron beam with a laser in an undulator before the chicane is another well-developed tech-

nique aiming to increase the uncorrelated energy spread within the FEL tolerance (see equa-

tion (1.70)). The laser heater induces rapid energy modulations on the optical frequency

which wash out the short wave modulation in the chicane. Both techniques result in that the

exponent in equation (2.39) suppresses the growing harmonic current proportional to ∆γm

13We also used the linearization of the Bessel function J1(x) ≈ x/2 at x� 1.
14The ratio between the induced ρind and initial ρi density modulations is referred as the instabilities gain.
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at large uncorrelated energy spread
√
〈z′2〉 [85, 86]. The alternative approaches are based

on transverse-longitudinal mixing realized via adding transverse deflecting cavities [87] and

bending magnets [88] to the chicane. Applying additional elements to the chicane to initi-

ate transverse mixing intuitively suggests to search for an alternative compression scheme,

which would mix density and energy modulations ideally overall 6-dimensional phase space.

This can potentially results in suppressed microbunch instabilities. Yet such a scheme must

match the best chicane-based BC in an aspect of the emittance growth due to nonlinear

single particle dynamics ad CSR effects.

Among all chicane-based BCs, the double chicane [89] scheme (Fig. 2.1 (c)) shows the

best simulation results in an aspect of preserving transverse beam quality and transverse

emittances required for MaRIE XFEL while accounting for nonlinear and CSR effects. As

expected, a laser heater (or an alternative method) is required to suppress LSC induced

micro-bunch instabilities. In addition, chicane-based schemes rely on a beam being chirped

at the entrance of the compressor. In Chapter 3, dedicated to chirping/dechirping schemes,

we will demonstrate that the off-crest acceleration, a standard technique used to impose

a correlated energy spread on the beam, results in loosing the significant portion of the

accelerating gradient in comparison to the on-crest acceleration, and hence the length of

the accelerator section should be increased, while the significant portion of the RF power

is wasted. Finally, a significant space downstream of the chicane is required to dechirp

the beam, where the electron beam brightness might be further reduced due to additional

nonlinear and collective effects. Arguments presented above eventually resulted in that an

alternative BC scheme without using a chicane was proposed for the MaRIE XFEL. It was

initially based on using a single emittance exchange (EEX) beamline [90]. The transverse and

longitudinal phase spaces are exchanged at the end of the ideal EEX beamline resulting in

the absence of correlations between (x, x′), (y, y′) and (z, z′) phase-spaces. However, during

the exchange itself these phase-spaces can be highly coupled. It results in that emittances
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can grow up to several orders even without nonlinear or/and collective effects. Other words,

emittances become an ineffective measure to quantify the real dynamics effects within such

a beamline. Therefore, we introduce eigen emittances, the invariants of the linear dynamics,

in the next section.

2.2 Eigen emittance formalism

As we discussed in Section 1.2 the beam distribution in linear accelerators is characterized

by the matrix of the second order momentums, Σ−matrix (see equation (1.42)). The elements

on the main diagonal represent transverse 〈x2〉 = σ2
x, 〈y2〉 = σ2

y and longitudinal 〈z2〉 = σ2
z

bunch sizes, beam divergences 〈x′2〉 = σ′2x , 〈y′2〉 = σ′2y and the normalized energy spread

〈z′2〉 = σ′2z . The elements off the main diagonal describe linear correlations between different

coordinates of the 6D phase space. Transverse and longitudinal emittances introduced in

equations (1.11-1.13) are proper characteristics of the beam only if the motion between the

corresponding degrees of freedom is decoupled, meaning that the Σ−matrix remains block

diagonal through a beamline15. In general, emittances in chosen coordinates are not always

conserved. Perhaps, they will change during the acceleration. For example, transverse

momentums are invariant px = px0 , py = py0 , but the absolute momentum changes p(t) =

γβmc = −eEt+p(0) in a constant electric field E = −Eẑ. The last equation is also valid for

the average beam momentum p0(t). This results in that the divergences x′ ≈ px/p0 and y′ ≈

py/p0 are decreased proportionally to (γβ)−1 when the electron beam is accelerated in the

longitudinal direction. Since transverse coordinates x and y remain unchanged, transverse

emittances are reduced proportionally to the factor ∼ (γβ)−1. Another important quantities,

canonical emittances, can be defined in any canonical coordinates of the Hamiltonian motion.

15If the motion is coupled within a beamline, but uncoupled at the entrance and at the exit of the beamline,
emittances associated to each degree of freedom still can be used.
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For example for the spatial and momentum canonical coordinates (r, p)=(x, px, y, py, z,

pz) defined relatively to the reference particle, one can find:

εi =
1

mc

√
〈r2
i 〉〈p2

i 〉 − 〈xipi〉
2 , (2.40)

where i = x, y, z. Transverse canonical emittances are invariant under the linear accel-

eration as it is clear from the discussion above. The longitudinal emittance also remains

unchanged. Indeed, the longitudinal momentum of a particle of interest changes on the

same quantity as the reference particle counterpart. If the particle deviations of the design

trajectory are small, the transverse slopes x′ and y′ are convenient momentum coordinates

of the beam and one can introduce normalized emittance, which for (x, x′) phase space can

be found as:

εnx = γβ

√
〈x2〉〈x′2〉 − 〈xx′〉2 = γβεx , (2.41)

where the averaged momentum of the beam p0 is factored out from equation (2.40) resulting

in the factor γβ before the square root. Similarly one can find εny = γβεy and εnz = γβεz.

Normalized emittances are invariants of motion in the paraxial approximation16 since the

phases-space coordinates (x, x′, y, y′, z, z′) then become canonical [16]. In this dissertation,

we predominantly discuss the phase space manipulations not involving acceleration of the

overall beam. However, the normalized emittances are still handy to use since we discuss

inserting the beamlines of interest at several locations along the linac beamline resulting in

the different beam energies.

An advanced analysis is needed for the phase space manipulations where the motion

between different degrees of freedom is coupled, since neither regular nor normalized emit-

tances are conserved. For instance, this is necessary to optimize a complicated beamline

such as an EEX, where transverse and longitudinal phase spaces are coupled resulting in

16Literally, when the transverse slopes are small.
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the multiple correlations in the Σ-matrix elements off the diagonal blocks in the process of

exchange. The electron beam matrix is block diagonal at the entrance and at the exit of the

beamline in the case of the ideal exchange in the approximation of the linear single-particle

dynamics. However, the nonlinear and CSR effects may result in undesirable correlations in

Σ−matrix off the diagonal blocks even after the “exact” exchange is completed. Therefore,

a special technique is needed to describe beam propagation through the advanced schemes

often relying on the transverse-longitudinal mixing17. The Hamiltonian motion of a beam

has three conserved moments, which can be chosen as the quantities known as the eigen

emittances λj, introduced by A. Dragt [91,92]:

det (JΣ− iλjI) = 0, (2.42)

where J is the unit block-diagonal antisymmetric symplectic matrix introduced in equa-

tion (1.33) and I is an identity matrix introduced in equation (1.34).

Eigen emittances are practically set at the beam source, a photo-cathode injector, an

electron gun, etc. In the case of uncoupled motion each eigen-emittance corresponds to a

physical emittance along one plane. The eigen emittances are invariant even as the beam

propagates in coupled lattice, where physical emittances change. Typically regular emit-

tances get enlarged in the case of the coupled single particle dynamics relatively to the

corresponding eigen emittances. The majority of the FEL/ICS theories rely on the approx-

imation of the uncoupled beam18 and characterize the radiation properties relatively to the

regular emittances. In the frame of these conventional models the remaining correlations

between different planes will most likely enlarge the regular emittances and provide with

radiation of worse quality.

17In principal, this technique is useful for any beamline where beam dynamics is coupled between two or
more phase spaces. For example, beam dynamics is also coupled in each bending magnet of a chicane.

18There are some exceptions, for example the model of an ICS source which will be discussed in Chapter 4.
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The concept of eigen-emittance provides a convenient tool for designing a coupled beam-

line capable of swapping emittances such as the EEX beamline investigated in this chapter.

It can especially be used to explore the impact of non-ideal and collective effects on the

phase-space degradation and emittance swapping. In the case of an EEX design, first, eigen

emittances have to be compared with real emittances under the assumption of linear and

single-particle beam dynamics, in order to ensure the design is correct. Then, the same

procedure is repeated taking into account nonlinear and collective effects to check whether

emittances are still matching with eigen emittances. If both grow, then the optimization

of the input Twiss parameters might be useful in order to find an optimal profile along the

beamline. Such a profile would result in that the nonlinear effects in different elements along

the beamline can compensate each other19 (see Sec. 2.6.1). High order elements, such as

sextupoles, octupoles, etc., might be also needed to additionally correct the nonlinear dy-

namics along the beamline20. However, if eigen emittances remain the same but normalized

emittances grow, then nonlinear or/and collective effects somehow breach the ideal exchange

configuration in the first order resulting in the residual linear correlations at the exit of the

scheme which are present in the Σ−matrix elements off the diagonal blocks. In this case,

it might be possible to fix the issue by slightly adjusting parameters of the beam elements

already present in the scheme or by inserting additional linear elements (quads, bends, drifts,

etc.) in order to remove these residual correlations. Summarizing this section, we emphasize

that eigen emittances make understanding of a “magical” EEX straightforward: beam optics

of an ideal exchange flips the projection directions of eigen emittances, invariants of a linear

beam dynamics, to emittances.

19Another bright example validating this statement for the different beamline relying on the transverse-
longitudinal mixing is discussed in Sec. 3.5.1.

20This approach did not bring any significant improvement for the EEX beamline because the emittance
degradation was predominantly defined by the CSR effects, in contrast as discussed in Sec. 3.5.4 the approach
is very efficient for the beamlines where nonlinear effects are dominating factor enlarging emittances.
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2.3 Double EEX bunch compressor: design

The first emittance exchange (EEX) scheme was proposed in 2002 [93]. It was realized

as a chicane with inserted transverse deflecting cavity between its doglegs. Although such

a scheme highly couples transverse and longitudinal phase spaces, the exchange between

the corresponding emittances is not exact and only works if the conditions between beam

parameters 4 < x′2 >< z′2 > η2 � ε2x, ε
2
z are satisfied, where η is a dogleg dispersion.

Since then, various schemes have been developed which are capable to swap transverse and

longitudinal phase space. The exact in the first order EEX is realized as two identical

doglegs oriented in the same direction separated by a transverse deflecting cavity (TDC)

(Fig. 2.2 (a)) [94]. The main disadvantage of this scheme in comparison to its chicane-type

counterpart is that such a configuration shifts the beam from its original trajectory, and

requires some additional beam optics to return it back.

The working principles of this exact EEX scheme can be explained by analyzing the

transfer matrices of its structural components21. We start from rewriting the 4D part of the

transfer matrix of a dogleg in equation (2.3) describing the motion in 4D (x, x′, z, z′) phase

space:

Rdogleg(η) =



1 Leff 0 η

0 1 0 0

0 η 1 ψ

0 0 0 1


. (2.43)

This matrix suggests that the transverse and longitudinal motions are partially coupled. In

particular, the transverse coordinate x is affected by the energy z′ proportional to a dogleg

dispersion η. In addition, the longitudinal coordinate z is affected by the divergence x′,

21We will demonstrate that an alternative exact EEX scheme can be constructed as a combination of two
TDCs and one modified dogleg in Section (2.8).
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also proportional to a dogleg dispersion22. Another element is required to provide with a

back action. In such an element the initial coordinates (z and x) should affect the final

momentums of the motions in the opposite degree of freedom (respectively divergence x′ and

energy spread z′). The proper matching element is a transverse deflecting cavity (TDC). Its

transfer matrix in the “thin-lens” approximation can be written as:

RTDC(κ) =



1 0 0 0

0 1 κ 0

0 0 1 0

κ 0 0 1


. (2.44)

Briefly a TDC is an RF cavity operating in a dipole mode TM110. Thus, transverse compo-

nents of the electric field are not present Ex = Ey = 0, while the longitudinal electric field

varies linearly with transverse distance from the axis (x� a):

Ez = E0
x

a
cos(ωt) , (2.45)

where a is a constant characteristic of the cavity dimensions. The longitudinal electric field

vanishes at x = 0 meaning that there is no action of the electric field on the reference particle.

The action of this field on the particle off axis via the Lorentz force results in the induced

energy spread depending on x:

z′(x) =
eV0

E

x

a
cos(ωt) ≈ eV0

E

x

a
, (2.46)

22The second condition immediately coming along due to the transfer matrix is symplectic, see equa-
tion (1.32) for details.
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where we used approximation ωt � 1 which is valid if the reduced wavelength of the RF

field much shorter then a bunch length λRF/2π � σz. We introduce the cavity strength

parameter:

κ =
eV0

Ea
. (2.47)

Next, we find the element of the TDC transfer matrix R61 = κ by using equations (2.46-2.47).

The only non-zero magnetic field component present in the TDC:

By =
E0

aω
sin(ωt) ≈ E0t

a
, (2.48)

results in the additional deflection angle x′(z) described by the element R25 of the transfer

matrix23. The additional physics behind the TDC including the effects due to its non-zero

thickness is discussed in Chapter 3 in more details.

The matrix of a dogleg-TDC combination can be found as:

R = RTDC(κ) ·Rdogleg(η) =



1 + κη Leff κLeff η

0 1 κ 0

κψ η 1 + κη 0

κ 0 0 1


. (2.49)

A combination of two elements is not yet enough to completely couple transverse and longi-

tudinal phase spaces. However, it starts to demonstrate an important feature. If the cavity

strength is chosen such that κ = −1/η then some matrix elements on the main diagonal

disappear: R11 = R55 = 0. This means that the transverse and longitudinal sizes at the exit

of the scheme are independent of their corresponding values at the entrance of the scheme.

23Here one has to use z = ct and x′ = βx/βz.
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If one then complete the scheme with an extra dogleg identical to the first one and oriented

in the same direction, the overall transfer matrix becomes:

REEX =



0 0 −Leff
η

η − Leff
η

0 0 − 1
η

−ψ
η

−ψ
η

η − Leff
η

0 0

− 1
η
−Leff

η
0 0


, (2.50)

where the condition κ = −1/η was implemented. The matrix elements in the main diagonal

blocks completely vanished (became zero). This means that transverse and longitudinal

phase spaces at the exit of this scheme are completely independent form their corresponding

initial values. Moreover, the initial transverse and longitudinal emittances at the exit of the

scheme correspond to the initial counterparts24.

For comparison, we evaluate the transfer matrix of the chicane-type EEX presented in

the original work by Cornacchia et al. [93] as REEX′ = Rdogleg(η) ·RTDC(κ) ·Rdogleg(−η) and

immediately find:

REEX′ =



1 + κη 2Leff κLeff κ(Leffψ − η2)

0 1− κη κ κψ

κψ κ(Leffψ − η2) 1 + κη 2ψ

κ κLeff 0 1− κη


, (2.51)

It is clear that the ideal exchange cannot be satisfied in this configuration for an arbitrary

beam since the condition on the elements R11 = R55 = 0 and R22 = R66 = 0 are mutually

exclusive. Depending on the parameters of the beam one can choose the cavity parameter

24The emittances are exchanged in this scheme, while the phase space shapes are not exactly exchanged.
Hence, the scheme was named as an emittance exchanger, emphasizing its action on the beam.
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κ = ±1/η to uncouple either the final beam sizes or divergence and energy spread from their

initial values.

The idea to use a single EEX as a bunch compressor was discussed by Carlsten et al. in

the beginning of 2011 [90]. The main advantage of the proposed scheme is that the final lon-

gitudinal phase space is decoupled from the initial longitudinal phase space and, in addition,

it does not require any initial and residual energy-phase compensation as a chicane-based

scheme. Hence, such a scheme should be less affected by the LSC induced micro-bunch

instabilities in the final longitudinal phase space. However, since an emittance exchange

only swap the projections of eigen emittances between transverse and longitudinal phase

spaces [61,95], this configuration either requires all initial emittances to be of the same order

(εnx ∼ εny ∼ εnz), or needs an additional emittance exchange. Since transverse emittances

from the ultra-bright photo-cathodes are typically of the same order and significantly dif-

ferent from the longitudinal emittance, the idea of the single EEX based bunch compressor

transformed into a double EEX with a transverse telescope [96]. First, transverse (x, x′)

phase space is exchanged with the longitudinal phase space. Then, a telescope, combined

from the transverse optics elements (quads and drifts), is applied to compress the beam

in the new (x, x′) phase-space, which is the old (z, z′) phase-space. Finally, second EEX

switches transverse and longitudinal phase spaces back, returning the beam compressed in

z−direction with enlarged energy spread. The LSC induced microbunch instabilities in an

EEX-based schemes are expected to be smaller than in chicane based BCs. Instabilities are

not amplified along one particular direction, because the beam phase space is constantly

mixed 25 [97]. However, CSR effects in the dipole magnets in this scheme are still expected

to be critical, similarly to the chicane-based scheme. Further in this chapter, we quantita-

25The quantitative investigation of this question is left beyond the scope of this dissertation. LSC im-
posed microbunching instabilities for the double EEX beam optics can be theoretically analyzed by solving
microbunching integral equation in [83] similar to how it is accomplished for the chicane with extra bending
magnets in [88]. In addition, it can be added in simulations by imposing the initial modulations on the
electron beam distribution.
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tively investigate if they can be minimized to preserve the transverse beam quality, which

is extremely important for the effective lasing in the undulator section as was discussed in

Sec. 1.3.

A. Zholents and M. Zolotorev proposed using chicane-type EEX modules with inserted

along the beamline focusing and defocussing quadrupole magnets in respect to (x, x′) phase

space to adjust the beam parameters in the original design of DEEX-based BC [96]. In

contrast, we discuss the exact EEX modules: unidirectional doglegs up-up or down-down

in this dissertation. We also invert the direction of the second EEX module of the bunch

compressor, so the electron beam travels back to its original path (Fig. 2.2 (b)). For this

configuration, the phase space position coordinate should be mirrored in the telescope, e.g.

x→ −x, which is easy to realize. We avoid any transverse optics elements to correct the beam

in the EEX parts, by adding it in the advanced telescope design, if required. Summarizing

(a) EEX up (A) (b)

Telescope

DEEX BC

EEX u
p (A

) EEX down (B)

Figure 2.2: (a) A scheme of an exact EEX up (A). (b) A conceptual scheme of a double
EEX bunch compressor at 1 GeV for MaRIE XFEL electron beam. Bending magnets are
represented by green rectangles, the deflecting cavity is represented by the yellow rectangle
with red borders.

above, we get the design represented in Fig. 2.2, where EEX up/down and telescope modules
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are described by the matrices in (xx′zz′) 4D phase space while the dynamics in (y, y′) phase

space is uncoupled:

REEX± = ∓



0 0
Leff
η

Leffψ

η
− η

0 0 1
η

ψ
η

ψ
η

Leffψ

η
− η 0 0

1
η

Leff
η

0 0


, (2.52)

RT =



m−
(

1
m

+m
)
q Leff (−1 + q)

(
1
m

+m
)

0 0

( 1
m

+m)q
Leff

1
m
−
(

1
m

+m
)
q 0 0

0 0 1 0

0 0 0 1


, (2.53)

and the parameters for EEX are defined according to the relations26:

ψ = −2D θ csc θ + sec θ
(
2D + S1 tan2 θ

)
, (2.54)

η = − (S1 cos θ + S1 +D cos (2θ) +D) sec3 θ tan (θ/2) , (2.55)

Leff = (D +D cos (2θ) + S1) sec3 θ + S2 , (2.56)

where D = r sin θ is the length of the bending magnet along the z−axis in the laboratory

frame and θ is the bend angle, S1 and S2 are respectively separations between two magnets

and magnet - deflecting cavity, and cavity strength κ = −1/η is chosen to satisfy the condi-

tion of the exact emittance exchange. The telescope matrix is then defined via the parameter

q = ψLeff/η
2, Leff and the compression factor m.

26Note that parameters ψ, η, Leff here vary from their values in equation (2.50) which are defined in
equations (2.9-2.11) for the dogleg with equal edge angles of each bending magnet (α1 = α2 = θ/2). Here
each dogleg is combined in such a way that the edge angles of the first magnet are α1 = 0 and α2 = θ and
for the second magnet α1 = θ and α2 = 0. In addition,  Leff has an extra length S2 due to two doglegs and
the TDC are separated by drifts in this design.
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The telescope configuration can be realized using drifts, focusing and defocussing lenses,

and, in our design, it is constructed as a combination of two negative drifts and a “super-

lens” (Fig. 2.3). In principal, the telescope matrix has only three independent elements in

(x, x′) block, because the fourth element is fixed by the condition on the matrix determinant

det(T )=1. Hence, theoretically, three transverse optics elements should be enough to realize

an arbitrary telescope matrix. This is valid if beam dynamics along the y−axis is not im-

portant. However, while there are focusing and defocussing quadrupole magnets, free space

propagation elements (drifts) are restricted to be positive (R12 = R34 = d ≥ 0). Indeed,

negative drift (R12 ≤ 0 and R34 ≥ 0 ) is a virtual element in beam optics which describes the

back propagation along one axis (the x-axis here) and the direct propagation along another

axis (the y-axis here). For example, a negative drift along the x−axis can be constructed

as a combination of two triplets. Each triplet is combined from two focusing (f1 < 0) and

one defocussing quadrupoles27 in respect to the x−axis which are separated by equal drifts

(d1 = −f1). We rewrite matrices of the triplet components in 4-dimensional (x, x′, y, y′)

representation28:

RQ(f) =



1 0 0 0

1/f 1 0 0

0 0 1 0

0 0 −1/f 1


, RDrift(d) =



1 d 0 0

0 1 0 0

0 0 1 d

0 0 0 1


. (2.57)

The overall triplet matrix then can be found as:

RTr(d1) = RQ(−d1) ·RDrift(d1) ·RQ(d1) ·RDrift(d1) ·RQ1(−d1) , (2.58)

27Here, we use the thin-lens approximation for quadrupoles, thick lens can be presented as the combination
of drift, thin lens and another drift.

28Longitudinal dynamics is not affected by quads and drifts for highly relativistic beam (γ � 1).



65

and we finally obtain:

RTr(d1) =



−1 3d1 0 0

0 −1 0 0

0 0 1 d1

0 0 0 1


. (2.59)

The combination of two triplets results in the negative drift along the x−axis and the positive

drift along the y−axis:

RL−(d1) = RTr(d1) ·RTr(d1) =



1 −6d1 0 0

0 1 0 0

0 0 1 2d1

0 0 0 1


. (2.60)

In this dissertation we define the“superlens” as a virtual lens focusing beam in one direction,

combined from quads and drifts:

RS(f) =



−1 0 0 0

1/f −1 0 0

0 0 −1 0

0 0 0 −1


. (2.61)
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Combination of two triplets and the superlens RT = RTr(d2) ·RS(f) ·RTr(d1), results in the

desired telescope matrix RT in Eq. (2.53), if the next conditions between the parameters of

the components are satisfied:

f =
Leff

q(m+ 1/m)
, (2.62)

3d1 =
q(m+ 1/m)− 1/m− 1

q(m+ 1/m)
Leff , (2.63)

3d2 =
q(m+ 1/m)−m− 1

q(m+ 1/m)
Leff . (2.64)

Negative drift Negative drift“Superlens”

Figure 2.3: Telescope scheme: two triplets and the “superlense” are combined together to
compress and reshape the beam in (x, x′) phase space, as it is described by the telescope
matrix RT in Eq. (2.53). Red and blue ovals symbolize focusing and defocussing quadrupole
magnets in respect to the (x, x′) phase space.
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The final DEEX bunch compressor scheme is described by a first-order transport matrix,

derived as a sequence of its elements in (x, x′, z, z′) 4D phase space:

RBC = REEX− ·RT ·REEX+ =



1− 2Leff ε

η2 2Leff

(
1− Leff ε

η2

)
0 0

− 2ε
η2 1− 2Leff ε

η2 0 0

0 0 1/m 0

0 0 0 m


. (2.65)

The beam dynamics in (y, y′) plane is uncoupled and the associated transfer matrix for the

BC can found as a combination of its structural components:

RBCyy′
= REEX−

yy′
·RTyy′

·REEX+
yy′

. (2.66)

where the transfer matrix through each emittance exchanger is equal to:

REEXyy′
= Rdoglegyy′

·RDrift(S2) ·Rdoglegyy′
. (2.67)

The transfer matrix for the drift in (y, y′) phase space is simply:

RDrift(L) =

1 L

0 1

 . (2.68)

The transfer matrix for (y, y′) phase space through each dogleg is invariant of its direction

up or down and equal to:

Rdoglegyy′
=

R33 (−1 +R2
33)/R43

R43 R33

 , (2.69)
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where

R33 = 1 + tan θ

(
−2θ +

S1

D
tan θ(−1 + θ tan θ)

)
, (2.70)

R43 =
sin θ tan θ(−2D + S1 tan θ2)

D2
. (2.71)

The transfer matrix for (y, y′) phase space through the telescope T is equal to:

RTyy′
=

−1 −LTy

0 −1

 , (2.72)

where the effective length along the y−direction in the telescope can be found as:

LTy =
1

3
Leff

(
2− (1 +m)2

(1 +m2)q

)
. (2.73)

Finally, one can find the transfer matrix for (y, y′) dynamics using equation (2.66) and its

components listed above. The expressions are quite long so we omit it here. The resulting

scheme is ∼ 30 m long along the z−axis in the laboratory frame for a realistic set of param-

eters. In the next section, we present numerical studies of the double emittance exchanger

(DEEX) BC utilizing eigen-emittance analysis described in Section 2.2 and show that the

CSR effects strongly compromise its applicability in FEL driven accelerators with extreme

beam parameters, such as required for MaRIE XFEL.
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2.4 Double EEX bunch compressor: simulation studies.

2.4.1 Linear effects

The beam-optics parameters for DEEX BC (Table 2.1) were selected according to re-

alistic electro-magnetic fields in bends and transverse deflecting cavities, as well as drift

lengths to deliver an exact exchange and compression factor (m = 25), as it is described by

matrix formalism in the previous section in the linear regime. They were chosen for given

electron beam parameters at 1 GeV beam energy for MaRIE XFEL (Table 2.2). Simulation

studies were performed using the elegant tracking code by Michael Borland [37] which

we introduced in Sec. 1.2. Simulation results of this design for the case of linear dynamics

are presented in Fig. 2.4. It is clear that under the linear single-particle dynamics, the

Table 2.1: Parameters of the components of DEEX BC for the initial design and two opti-
mized designs optimized for MaRIE beam parameters I and II listed in Table 2.2.

Element/Design Initial Design I Design II Units
EEX up (A)

Bend angle A 2.5 2.60 2.24 deg
Bend radius A 1.14 0.50 1.20 m
Drift S1 A 4.8 10.20 12.72 m
Drift S2 A 1.6 0.91 0.72 m
Cavity strength A 4.71 2.15 2.00 m−1

EEX down (B)
Bend angle B 2.5 3.38 2.84 deg
Bend radius B 1.14 1.20 0.82 m
Drift S1 B 4.8 7.00 4.98 m
Drift S2 B 1.6 4.52 3.01 m
Cavity strength B 4.71 2.38 4.00 m−1

emittance exchange between the horizontal and longitudinal degrees of freedom is perfect in

this design (Fig. 2.4 (a)). The appropriate compression ratio m = 25 is reached. Fig. 2.4 (b)
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Table 2.2: Desirable (I) and acceptable (II) beam parameters for MaRIE XFEL at the
entrance of the second BC at 1 GeV.

Electron beam Set I Set II Units
Normalized emittance 0.1 0.19 µm
Energy spread (rms) 25 70 keV
Bunch duration (rms) 90 90 µm
Energy chirp (rms) 0 0 keV
Beam energy 1 1 GeV
Bunch charge 100 100 pC
Required compression 25 25

demonstrates that the invariants of the linear dynamics, eigen emittances, remain unchanged

along the beam line as expected.

2.4.2 Real dynamics: nonlinear and CSR effects

First, we evaluate nonlinear effects on the single-particle dynamics by setting the track-

ing order to the second order in drifts (DRIF in elegant) and the third order in bends

(CSBEND in elegant), while the TDC and telescope are simulated as linear matrices for

simplicity. As we discussed in Sec. 1.2, similar tracking physics-wise can be realized by

using CSR routines29, CSRBEND and CSRDRIFT, if one keeps the CSR-effects turned off

by setting up the bunch charge to q = 0 pC. Both approaches delivered the same result

as expected. The nonlinear dynamics practically does not affect two eigen emittances, λ1

and λ3, related to the initial/final rms emittances, εy and εz respectively, while λ2 related

to initial/final εx experiences a non-negligible grow (Fig. 2.5 (a)). In principal, nonlinear

effects can be completely or partially mitigated by adjusting the parameters of the elements

29Using these routines typically take a longer calculation time of a single run, and this is not a proper
way to do simulations if one performs a scan or an optimization of the single-particle dynamics. However,
it might be convenient to use these routines in some cases since the CSR effects can be turned off in all
elements at the same time.
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Figure 2.4: Normalized rms emittance (a) and normalized eigen-emittance (b) evolution from
the distance along the path in the DEEX BC beamline. The elements are represented by the
color scheme as follows: green is for the bending magnets, yellow is for the TDCs, gray is for
the drifts and pink is for the telescope. The TDCs and dipole magnet lengths are enlarged
on the scheme to be visualized better.

present in the scheme. This is because the beam sizes along the beamline can be optimized

in order to nonlinear effects imposed in the different elements along the beamline would

compensate each other. Alternative solution, increasing the complexity of the scheme, is to

incorporate the high order elements: sextupoles, octupoles, etc. [98]. Before performing op-

timization of the scheme one needs to ensure that nonlinear effects is the dominating factor

enlarging emittances in comparison to other collective effects, such as the CSR effects here

in particular.

Once we turn on the CSR effects in bends and drifts by setting up the bunch charge to the

operational 100 pC, eigen emittances start growing dramatically throughout the beamline

(Fig. 2.5 (b)). Comparing Fig. 2.5 (a) and (b), it is clear that CSR effects strongly dominates

over nonlinear effects for this design. Table 2.3 summarizes the parameters of the beam on

the entrance and the exit of the DEEX BC. The determinant of the 6-dimensional Σ-matrix

det(Σ) of the electron beam, characterizing the phase space volume, is equal to the square

of the product of all eigen emittances. It grows ∼ 5208 times, which means the product of
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Figure 2.5: Evolution of eigen emittances evolution from the distance along the beam-path
in the DEEX BC: (a) nonlinear dynamics without CSR effects and (b) nonlinear dynamics
with CSR effects (q = 100 pC). The elements of the beamline are represented by the color
scheme as follows: green is for the bending magnets, yellow is for the TDCs, gray is for the
drifts and pink is for the telescope. The TDCs and dipole magnet lengths are enlarged on
the scheme to be better visualized.

eigen emittances grows roughly 72 times. The normalized transverse emittance εnx grows

∼ 53 times and normalized longitudinal emittance εnz grows ∼ 1.8 times, which makes the

beam on the output of this compressor completely inappropriate to use for MaRIE XFEL.

The product of all normalized emittances then grows approximately 95 times. Further,

we find that the ratio between the final (at the exit of the scheme) multiplying emittance

product (MEP) and the final product of eigen-emittance is ∼ 1.4. This means that there are

some residual correlations between transverse and longitudinal phase spaces imposed by the

nonlinear and collective effects30, which can be compensated by tuning parameters of the

scheme31. However, it is obvious that the growth of the eigen emittances due to collective

effects much more significant than the remaining correlations between the transverse and

longitudinal phase spaces. Therefore, its optimization should be prioritized. The CSR effects

30Indeed, the linear dynamics demonstrated an ideal exchange as reported in Fig. 2.4
31This can be done via two different approaches. First method is to keep the linear exchange exact

by matching the cavity strength k while changing parameters of the EEX beam elements. This allows to
significantly vary parameters of the scheme. Second approach is to slightly change all parameters of the
scheme.
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in this DEEX BC strongly disrupt the phase space. Interestingly, the final compression

factor is still close to the designed value of m = 25 and is not affected by CSR (Fig. 2.6).

Nevertheless, significant modifications of the design are required to mitigate the impact of

the collective effects on the degradation of the transverse phase space. The goal of such an

optimization is to minimize eigen emittances at the exit of the bunch compressor.

Figure 2.6: Transverse (left) and longitudinal (right) phase spaces for the linear (a-b) and
nonlinear (c-d) single-particle dynamics, and the nonlinear dynamics with the CSR effects
for q = 100 pC (e-f) at the exit of DEEX BC.
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Table 2.3: Initial and final beam parameters (rms) in the DEEX bunch compressor in dif-
ferent approximations of the particle dynamics: linear single particle dynamics (LSP), non-
linear single-particle dynamics (NSP) and multi-particle dynamics including CSR effects for
100 pC bunch charge (MP).

Electron beam Initial Final Units
Parameters / regime LSP NSP MP
Normalized emittance εnx 0.1 0.1 0.54 5.29 µm
Normalized emittance εny 0.1 0.1 0.1 0.1 µm
Normalized emittance εnz 4.4 4.4 4.4 7.97 µm
Normalized eigen-emittance λ1 4.4 4.4 4.4 8.7 µm
Normalized eigen-emittance λ2 0.1 0.1 0.54 3.66 µm
Normalized eigen-emittance λ3 0.1 0.1 0.1 0.1 µm
Bunch size σx 71.5 119.4 121.9 122.2 µm
Bunch size σy 122.5 117.5 117.4 117.4 µm
Bunch length σz 90 3.6 3.6 3.64 µm
Twiss parameter βx 100 278.8 54.1 5.51 m
Twiss parameter αx 0 -68.5 -13.1 -1.86
Twiss parameter βy 293.5 269.8 269.8 269.8 m
Twiss parameter αy 0 -7.85 -7.85 -7.85
Energy spread σδγ 25 625 625.1 1297.3 keV
Linear energy slope 〈zz′〉/σ2

z 0 -0.04 -0.018 -180.3 m−1

Beam energy E 1 1 1 1 GeV
Final compression m = σzi/σzf - 25 25 24.7

Beamlines designed for manipulation of the beam phase space, including conventional

bunch compressors, and especially advanced schemes, such as DEEX, have a large number

of beam optics elements each of which is usually characterized by multiple parameters. While

working fine in the linear regime, all of these schemes requires multi-dimensional (over all set

of parameters) optimization in the case of real dynamics accounting for the nonlinear and

collective effects. This optimization is aimed to minimize emittance growth and phase-space

distortions. Since even individual simulation runs of a whole bunch compressor beamline

accounting for nonlinear and collective effects can take quite noticeable time, a fast adaptive

multi-dimensional optimization algorithm is required. Thus, we implemented the optimiza-
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tion algorithm known in the community as Extremum Seeking [99–102]. We introduce the

working principles of the algorithm in the next section.

2.5 Extremum seeking

The Extremum Seeking (ES) optimization algorithm is designed for an n-dimensional

dynamic system of the form:

dx

dt
= f(x,p, t) , (2.74)

where f is an unknown function, x = (x1, . . . , xn) are physical parameters such as beam

properties throughout an accelerator (beam sizes, energy spread, emittances, etc.), and

p(t) = (p1(t), p2(t), . . . , pm(t)) are tunable parameters which influence x such as a length of a

magnet or a free space propagation section, electromagnetic field amplitudes and phases, and

others. ES can be used to minimize (maximize32) an analytically unknown, time-varying,

user-defined “cost function,” C(x,p, t). Minimization of this function corresponds to opti-

mization of certain system properties of interest, such as a beam loss or a measure of how

much beam phase space deviates from a desired distribution in a particular location along

the beamline. Moreover ES is capable to deal with a possibly noise corrupted measurement

of C(x,p, t) of the form:

Ĉ(x,p, t) = C(x,p, t) + ν(t)︸︷︷︸
noise

, (2.75)

32In general ES is designed to find an extremum, therefore got named as Extremum Seeking by its authors.
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which a useful feature if one needs to optimize a complex experimental system, or if computa-

tional errors are unavoidable during simulation studies. In order to minimize the analytically

unknown C, the ES dynamics are given by:

dpj
dt

=
√
αωj cos

(
ωjt+ kĈ

)
, (2.76)

where α, k, ωj are ES parameters meaning of which will be explain further. If frequencies of

ES oscillations ωj = ωrj where rj are different numbers such that rj 6= ri for i 6= j, then in

the limit as ω → ∞, the m−dimensional dynamics equation (2.76) is approximated by the

average dynamics in the vector form:

dp

dt
= −kα

2
∇pC , (2.77)

which is simply a gradient descent of the actual, unknown function C with respect to p [100,

101]. In equation (2.76) the term α controls the size of the dither amplitude of each parameter

and can be increased to escape local minima or/and to speed up convergence towards the

minimum. The term k > 0 serves as a feedback gain which also speeds up convergence. For

the average dynamics approximation equation (2.77) to hold, ω must be very large relative

to the natural time variation of the system and may have to be increased as the values of k

or α are increased.

The cos(·) terms in equation (2.76) may be replaced by sin(·) functions, or the two can

be mixed together. Convergence of the scheme requires that the perturbing functions are

orthogonal in L2[0, T ], which means that the inner products of any two functions uniformly

converge to zero:

lim
ω→∞

∫ T

0

cos(ωrit) cos(ωrjt)dt = 0 .
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For complex physical systems, such as particle accelerators, the values of the parameters

p may vary over several orders of magnitude and may have various bounds which should

not be violated. Therefore it can be useful to normalize all parameters within a given range

such as pnrm ∈ [−1, 1]. Normalization is performed by first defining upper and lower bounds

on all parameters:

pmax = (p1,max, . . . , pm,max) , (2.78)

pmin = (p1,min, . . . , pm,min) . (2.79)

We then define

∆p+ =
pmax + pmin

2
, ∆p− =

pmax − pmin

2
, (2.80)

and normalize all parameters via

p −→ p−∆p+

∆p−
= pnrm ∈ [−1, 1], (2.81)

and un-normalize normalized values back to their physical ranges via

pnrm −→ pnrm∆p− + ∆p+ = p ∈ [pmin,pmax] . (2.82)

The iterative ES procedure assuming that all parameters are normalized is executed as

follows. First, one has to choose physics-based estimates for initial parameter values, p(1).

Second, a simulation or an experiment run with parameter settings p(1) is performed and

the desired measurement of the analytically unknown cost function is executed:

Ĉ(1) = C(x(p(1)),p(1)) + ν(1) . (2.83)
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After that one needs to calculate new normalized parameter values p(2) according to:

pj(2) = pj(1) + ∆
√
αjωj cos

(
ωj∆ + kĈ(1)

)
, (2.84)

and force normalized parameters values to remain within the bounds [−1, 1] via the simple

check:

|pj(2)| > 1 =⇒ p,j(2) =
sign(pj(2))

|pj(2)|
. (2.85)

The procedure is continued iteratively with updates at step n of the form:

pnrm,j(n+ 1) = pnrm,j(n) + ∆
√
αjωj cos

(
ωjn∆ + kĈ(n)

)
, (2.86)

which, for ∆ � 1
maxωj

� 1 is a finite difference approximation of the dynamics in equa-

tion (2.76) and results in minimization of C. This feedback scheme has several useful features.

First, the average gradient descent in equation (2.77) takes place relative to the actual, un-

known function C, despite being based only on its noise-corrupted measurement Ĉ. Unlike

standard gradient-descent approaches however, convergence time does not grow exponen-

tially with the number of parameters and can handle noisy, time-varying multi-dimensional

systems. Finally, despite operating on an analytically unknown dynamic system and mini-

mizing an analytically unknown function, Ĉ, this feedback has analytically known bounds on

parameter variation and update rates, because the unknown function enters the parameter

dynamics as the argument of a known, bounded function:

|pj(n+ 1)− pj(n)| =
∣∣∣∆√αωj cos

(
ωj∆n+ kĈ(n)

)∣∣∣
≤

∣∣∆√αωj∣∣ , (2.87)
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which makes this method safe and useful for in-hardware and in-software implementations.

In particular, this algorithm is a very promising feature to be added in any beam tracking

code. We discuss how to simultaneously optimize beam and beam optics parameters in order

to minimize impact of the nonlinear and CSR effects in DEEX using ES algorithm coupled

with simulations in elegant in the next section.

2.6 Minimizing emittance growth

2.6.1 Twiss parameters optimization

According to the theoretical calculations in [42], the CSR effects impact on the transverse

emittance growth in the bending plane of a dipole magnet can be quantified as:

∆εn = 0.38α2 Ip
IA

ln
(ρ0

a

) σ2
r

σz
, (2.88)

where Ip is the beam peak current, IA is the Alfven current, σr is the radial beam size in

the approximation of a cylindrical beam, σz is the bunch length and ρ0 is the radius of the

beam pipe. The emittance growth here is meant to be added in quadrature to the initial

emittance:

ε2nf = ε2ni + ∆ε2n . (2.89)

One can see that it quadratically depends on the beam peak current at the constant bunch

charge ∆εn ∼ Ip/σz ∼ I2
p , so the effect becomes larger for shorter bunches. Moreover,

quadratic scaling of the emittance growth from the transverse beam size and the bend angle

suggests minimizing these parameters for suppressing the CSR effects. Therefore, the rule-

of-thumb strategy for minimizing the emittance growth due to CSR effects in a DEEX-
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based BC is to maintain as small as possible transverse sizes and as large as possible bunch

length through the beamline and use the smaller angle bending magnets. The last results in

increasing the overall compressor length and requires stronger TDCs (κ = −1/η ∼ θ−1). A

more accurate strategy requires a careful analysis of the beam dynamics through the DEEX

BC accounting for all the correlations in the phase space imposed in the upstream elements

of the beamline.

Since transverse (x, x′) and longitudinal dynamics (z, z′) are highly coupled while a beam

propagates through a DEEX BC, we expect to find a strong dependence of the CSR effects

from the actual transverse phase space on the entrance of the beamline. It is defined by the

initial Twiss parameters of the beam and can be adjusted at the entrance and the exit of the

compressor if necessary by adding linear transverse optics elements: quads and drifts. Since

the initial beam size σz is independent from the input Twiss parameters, and the longitudinal

beam size after the first EEX strongly depends on them, we also analyze the longitudinal

compression factor after the first EEX: m1 = (σz)i/(σz)EEX1 to find a rule-of-thumb for

designing the DEEX BC.

Comparison of figures 2.7 (a) and 2.7 (b) indicates that the maximum degradation of the

phase space (quantified by det(Σ)) occurs when the current after the first EEX is maximized

(that is for the large value of the parameter m1. On the first look, this contradicts to the

σz scaling presented in equation (2.88). Although it might be a coincidental occasion, we

speculate that this may have some reasonable physical explanation. Figure 2.5 demonstrates

that the major growth of eigen-emittance λ2 corresponding to the transverse emittance εnx

on the entrance/exit of the beamline happens in the second EEX. This is predominantly be-

cause the initial longitudinal emittance is roughly 40 times bigger than the initial transverse

emittance, and on the entrance of the second EEX module they are swapped. Similarly, the

bunch length at the exit of the compressor roughly corresponds to its transverse bunch size

at the entrance and what is more important at the exit of the beamline. The transverse
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bunch size is suggested to be minimized according to equation (2.88). Since the beam phase

space is highly-coupled through the DEEX BC it is hard to theoretically estimate the opti-

mal transverse-longitudinal bunch profile along the beamline. Nevertheless, figure 2.7 (b)

showcases the ability of tuning the longitudinal-transverse bunch sizes through the beamline

and, in particular, allows to adjust the fraction of compression after the first EEX33 using

the initial Twiss parameters (αx and βx) associated with the horizontal degree of freedom.

[m]

f
i

/

[m]

Figure 2.7: Dependence of the Σ-matrix determinant fold-increase (left) and the compression
factor of the beam length after the 1st EEX (right) from the Twiss parameters.

2.6.2 Optimization of beamline elements: unsymmetrical DEEX

On the next step, we test the ES optimization algorithm in 2D space of the Twiss

parameters versus a simple 2-dimensional scan search with a goal to find the actual minimum

of the 6D phase space volume characterized by det(Σ) at the end of the beamline. After a

total of 40×20 = 800 steps, describing the 2D grid of 40 points along βx and 20 points along

αx, we find that the minimum of det(Σ)f/det(Σ)i is reached at βx ≈ 33 m and αx ≈ 18

resulting in εxf/εxi ≈ 37.3. We find then the similar quantities for the optimal Twiss

33Note that the final compression factor m is independent of the Twiss parameters in the approximation
of the linear single-particle dynamics.
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parameters: βx ≈ 30.3 m and αx ≈ 16.3, resulting in the transverse emittance fold increase

εxf/εxi ≈ 38 for 800 ES optimization steps. While the brutal force search is yet achievable in

2D space of parameters34, it requires tremendous amount of steps n for higher dimensional

space of parameters, scaling as: n = km, where k is the average number of points along each

direction, and m is the number of parameters.

The ideal scenario for linear beam optics is to ensure the real dynamics of the system,

accounting for all nonlinear and collective effects, stays as close as possible to the linear

dynamics35. Therefore, we use invariants of the linear dynamics, eigen emittances, or to

be more specific, its square product det(Σ) in most cases, as the cost function in the ES

optimization, while varying parameters of the beamline and the Twiss parameters simul-

taneously. As we discussed in Section 2.5, this concept generally fits for any optimization

problem, where there are a lot of tunable parameters but the specific model of the system is

not known. Here we also demonstrate that this strategy might be useful when the beamline

is known (DEEX), but the optimal configuration of the beam parameters along the beamline

as well as the proper settings of the beamline elements (a bend angle, a free space propa-

gation length, a cavity strength, etc.) are hard to predict analytically. In our particular

case of DEEX BC, there are multiple beam elements in which CSR strongly affects beam

dynamics. These effects strongly depend on the beam parameters in each element as well

as on the element settings themselves. The beam parameters in the downstream elements

are highly coupled to the beam dynamics in the upstream elements. Moreover, keeping the

smallest possible eigen emittances in each element of the scheme does not necessary lead to

the minimum eigen emittances at the exit of the beamline due to the potential emittance

34Each elegant run pushing 100000 particles through all CSR drifts and CSR bends of the DEEX BC
takes several minutes on the average performance computer, data analysis after each run and updating input
files for the tracking code takes only few seconds.

35There are conceptually different accelerators: for example Integrable Optics Test Accelerator (IOTA) at
Fermi National Accelerator Laboratory [103], which relies on integrable nonlinear optics for optimal beam
dynamics.
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compensation, which we will demonstrate in Section 2.6.4. Hence, optimizing eigen emit-

tances after each element of the beamline is not necessary the most effective strategy. It is

quite obvious that the actual beam parameters in each CSR producing element of a DEEX

BC strongly depend not only on the beam parameters at the entrance of the compressor,

but also on the parameters of the prior beam elements. While the final beam parameters at

the exit of the DEEX BC are fixed, there is, in principal, an infinite amount of combinations

for an exchange to be exact in each EEX module and deliver the compressed beam at the

end in the approximation of the linear dynamics. All of these combinations potentially lead

to a different output, when the realistic beam dynamics is considered. In this context, the

optimization search is dedicated to find such an optimum.

One can independently vary a bend angle, a bend radius, and two drifts, while prop-

erly adjusting the cavity parameter κ = −1/η in order to maintain the exact exchange (see

Section 2.3 for details) in each EEX modules composing the DEEX BC. Initially, first and

second EEX were proposed to be identical. However, there is no limitation for them to

be different, if the telescope parameters are properly adjusted. Indeed, initial transverse

(x, x′) and longitudinal (z, z′) phase spaces have a quite different size and shape. the beam

shape is completely changed after the phase spaces have been exchanged in the first EEX

(ideally tuned for that input beam configuration) and compressed in transverse direction

in the telescope. Therefore, a perfectly tuned second EEX is required. We add four more

parameters of the beam optics in each EEX module in addition to two the Twiss parameters.

This results in the overall ten parameters which have to be optimized. A “brute force” scan

would have to be performed over a 10-dimension space of parameters which is impossible to

accomplish in reasonable time (∼ 1010 steps for ten points in each direction). Therefore, we

further use ES algorithm introduced in Sec. 2.5 for optimization. As mentioned above, this

algorithm is capable to perform a fast multidimensional extremum search by oscillating all

parameters independently at the same time. Figure 2.8 depicts the optimal configuration
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of the Twiss parameters and the beam optics elements found after 800 steps. Right away,

it delivers εnx fold increase of ∼ 12, while det(Σ) demonstrates ∼230-fold increase. This

is significantly improved result compared to the DEEX discussed above with symmetrical

configuration and the optimal Twiss parameters. Pushing ES optimization further by ad-

justing its gain and amplitude (see section 2.5 for more details), we reach roughly 158-fold

increase of det(Σ) and (εnx)f/(εnx)i ≈ 10 for the desired state-of-the-art beam parameters

for MaRIE XFEL which are listed as set I in Table 2.2. Output phases spaces for the case of

real dynamics are getting much closer to the linear dynamics case than in the unoptimized

design but are still highly distorted by the CSR effects (2.9). The only down-side of the

derived unsymmetrical design is that the final compression factor got slightly reduced to

m ≈ 20. Table 2.4 summarizes the initial and final parameters of the beam for the initial

symmetrical DEEX, for the symmetrical DEEX with the optimized Twiss parameters only

and for the unsymmetrical DEEX found by ES optimization. It clearly demonstrates that

significant minimization of enlargement of eigen emittances and emittances can be reached

by tuning the Twiss parameters of the beam and parameters of the beamline elements at

the same time. The quantitative analysis of emittances and the shape of the output phase

space suggest that the further optimization of the BC is required so that it can be used in

MaRIE XFEL accelerator.

2.6.3 Dependence of the phase space degradation from the input

beam parameters

CSR in general dominates in enlarging emittances over nonlinear dynamics effects in this

scheme. At this point, the only mechanism to optimize this particular DEEX design36 for

36Adding new elements in the beamline including multipoles of the higher orders: sextupoles, octupoles,
etc. is considered here as the modification of the design.
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Table 2.4: Initial (i) and final (f) beam parameters (rms) in the DEEX bunch compressor for
the unoptimized symmetrical design (SD), the symmetrical design with the optimized Twiss
parameters (OSD) and the optimized unsymmetrical design (OUD). The simulations are
performed for the multi-particle dynamics accounting for the CSR effects at 100 pC bunch
charge.

Design SD OSD OUD Units
Electron beam parameters i f i f i f
Normalized emittance εnx 0.1 5.29 0.1 3.79 0.1 1.0 µm
Normalized emittance εny 0.1 0.1 0.1 0.1 0.1 0.1 µm
Normalized emittance εnz 4.4 7.97 4.4 8.5 4.4 8.98 µm
Normalized eigen-emittance λ1 4.4 8.7 4.4 7.5 4.4 8.86 µm
Normalized eigen-emittance λ2 0.1 3.66 0.1 2.66 0.1 0.63 µm
Normalized eigen-emittance λ3 0.1 0.1 0.1 0.1 0.1 0.1 µm
Bunch size σx 71.5 122.2 41.1 82.9 54.8 25.5 µm
Bunch size σy 122.5 117.4 122.5 117.4 122.5 83.2 µm
Bunch length σz 90 3.64 90 3.61 90 4.49 µm
Twiss parameter βx 100 5.51 33 3.55 58.8 1.27 m
Twiss parameter αx 0 -1.86 18 -2.56 16.08 -0.62
Twiss parameter βy 293.5 269.8 293.5 269.8 293.5 135.4 m
Twiss parameter αy 0 -7.85 0 -7.85 0 -8.72
Energy spread σδγ 25 1297.3 25 1375.64 25 1185.8 keV
Linear energy slope 〈zz′〉/σ2

z 0 -180.3 0 -183.8 0 -134.4 m−1

Beam energy E 1 1 1 1 1 1 GeV
Final compression m = σzi/σzf - 24.7 - 24.95 - 20.0

these beam parameters is to add freedom on the initial longitudinal phase space which is

left beyond the scope of this dissertation37. It is generally known that the fold emittance

enlargement due to CSR effects will be less critical for “hotter” beams, e.g. if the initial

transverse and longitudinal emittances are larger. This raises an interesting question: would

the optimized design of unsymmetrical DEEX (Design I in Table 2.1) effectively work for the

different set of initial beam parameters. Indeed, the optimum transverse-longitudinal profile

37Indeed, chirping or dechirping the beam before DEEX BC and removing the related energy slew after it
may reduce CSR effects. Moreover, relatively small chirps do not seem to result in amplifying LSC-induced
microbunch instabilities. While imposing and removing a correlated energy spread adds to the complexity
of the DEEX and makes the overall BC scheme quite sophisticated, it might be an important “knob” for
optimizing transverse-longitudinal beam profile along the beamline to minimize emittance enlargement.
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(and generally speaking the 6-dimensional phase distribution) strongly depends on the input

beam parameters. This suggests that the optimum beamline is required for each set of the

initial beam parameters. We further investigate this question by simulating the dynamics of

the beam with more relaxed initial parameters38 (Set II in Table 2.2) through the previously

optimized beamline (Design I) and by performing the additional ES optimization resulting

in the new optimized beamline (Design II).

We start from Design I optimized for the previous beam parameters (Set I in Table 2.2)

and test it with new beam parameters (Set II in Table 2.2). We find εnx fold increase is much

lower than before and roughly 4.42, while its longitudinal counterpart is approximately 1.2.

As mentioned above, since the input beam parameters are changed, there is no guarantee

that this design delivers the optimum beam optics for new beam parameters. We perform

another ES optimization39 and find a new design (Design II in Table 2.1) with only 3.4-fold

increase of the transverse emittance in the bending plane. It is clear that the real dynamics

is much closer to the linear dynamics for the new set of the initial beam parameters which

represent “hotter” beam. Moreover, the distortion of the phase space from the CSR effects

is now comparable with the distortion due to the nonlinear effects in the approximation of

the single-particle dynamics as can be seen in Figure 2.10. The actual parameters of the

beamline elements for both DEEX designs are listed in Table 2.1 for comparison.

Further, we investigate how the transverse emittance enlargement scales from the com-

pression factor m for both designs. During the scan, we adjust the initial longitudinal beam

size σ′z = σz ·m/25 and energy spread ∆E ′ = ∆E ·25/m, such that the resulting longitudinal

emittance remains constant to the initial distribution used for the value of m = 25 (see Fig.

2.11 (left)). We observe that both designs are perfectly tuned for the required compression

ratio: the minimum of the final emittance εnx is reached at m = 25, while larger emittances

38Those are still considered acceptable for limited MaRIE XFEL applications.
39We started the ES search from the initial unoptimized symmetrical design.
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are obtained at different compression factors. An individual optimization of DEEX BC for

LCLS-II beam parameters for each compression ratio, discussed in Section 2.7, suggests that

higher compression ratios typically result in more significant emittance degradation predom-

inantly because of the final bunch length critical for the CSR effects in the last bending

magnet. It is well-known that CSR effects cryptically depends on the bunch charge [42,81].

In particular, the emittance enlargement in equation (2.88) scales linearly on the bunch

charge. Figure 2.11 (right) demonstrates dependence of the CSR effects from the bunch

charge for DEEX Design I and Design II for two sets of the beam parameters (Set I and

Set II). The points q = 0 pC represent the fold increase of emittance in DEEX in the ap-

proximation of the single-particle nonlinear dynamics. We find that the CSR effects in the

optimized DEEX (Design II) got much smaller for more relaxed beam parameters (Set II) for

the bunch charge less than 20 pC. This observation suggests that the unsymmetrical DEEX

BC can successfully work for low charge bunches.

Ideally, a proper DEEX BC beamline should be found for each set of beam parameters.

Design I and II have been optimized for the particular beam parameters: εnx,ny = 0.10 µm,

∆E = 25 keV, and εnx,ny = 0.19 µm, ∆E = 70 keV respectively. We use these optimized

designs with different initial transverse emittances and energy spreads to understand scaling

of the CSR effects in the context of the optimized beam optics. Figure 2.12 confirms that

each of them delivers a minimum of the emittance degradation at the specific point for

which it was optimized. As expected, the CSR effects are more critical at smaller initial

beam emittances and become comparable with nonlinear effects for emittance values in

excess of 0.5 µm. Finally, we analyze how the CSR effects for these two optimized designs

depend on the beam energy (Fig. 2.13). Indeed, the DEEX BC does not require having a

chirper and dechirper and can be located at any position along the accelerator beamline. ES

optimization of the DEEX BC beamline at energies of 250 MeV and 2 GeV does not reveal

an improvement in mitigating CSR effects in comparison with results at 1 GeV. This is in a
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good agreement with equation (2.88) stating the absence of the emittance enlargement due

to CSR from the beam energy.

2.6.4 CSR effects compensation in the low charge regime

Designing and building of the MaRIE facility is a tremendous ongoing project. Mean-

while, there is an interest in building a scaled version of a MaRIE-like photo-cathode deliv-

ering smaller charge of only 20 − 30 pC to an accelerator beamline for testing novel ideas

at LANL40. As previously demonstrated in Fig. 2.11 (b) the CSR effects should become

smaller for lower bunch charge. In this section, we discuss ES optimization of DEEX for the

relaxed beam parameters (Set II) with the exception of the bunch charge which is reduced

from 100 pC to 20 pC. This effort leads to Design III of DEEX The parameters of the beam

elements associated to Design III are listed in Table 2.5, and the optimal input Twiss pa-

rameters are βx = 19 m and αx = 6.1. This configuration leads to quite acceptable final

emittances: εnx with a fraction growth of 35% compared to its initial values while εny and

εnz experience less than 1% enlargement.

The low-charge regime reveals several interesting features justifying the general optimiza-

tion strategy. First, it is worthwhile to notice that nonlinear dynamics with turned off CSR

effects results in actually bigger εnx growth of 70%. Final phase spaces for the cases of linear

and nonlinear single-particle dynamics and the multi-particle dynamics accounting for CSR

effects (q = 20 pC) are presented in Fig. 2.14 and also confirm the previous statement. This

fact should not be surprising, because the beam optics and beam parameters were optimized

with ES for the real dynamics at q = 20 pC. One can consider this effect from the different

perspective. Indeed, the nonlinear effects in this optimized design are partially compensated

40Private communications with Nathan Moody.
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Table 2.5: Parameters of the elements of DEEX BCs: initial unoptimized design, design II
optimized for beam parameters of Set II listed in Table 2.2, design III optimized for the same
beam parameters with an exception of the reduced bunch charge of q = 20 pC.

Design Initial Design II Design III Units
Twiss parameters

βx 100.0 56.6 19 m
αx 0.0 18.6 6.1

EEX up (A)
Bend angle A 2.5 2.24 1.86 deg
Bend radius A 1.14 1.20 1.59 m
Drift S1 A 4.8 12.72 17.54 m
Drift S2 A 1.6 0.72 1.29 m
Cavity strength A 4.71 2.00 1.74 m−1

EEX down (B)
Bend angle B 2.5 2.84 0.52 deg
Bend radius B 1.14 0.82 2.7 m
Drift S1 B 4.8 4.98 4.99 m
Drift S2 B 1.6 3.01 0.27 m
Cavity strength B 4.71 4.00 21.9 m−1

by the CSR effects resulting in the overall lower eigen emittances at the exit of the beamline.

Second important observation is that the CSR and nonlinear effects imposed in the first

EEX are partially compensated in the second EEX, as clearly seen from the eigen-emittance

evolution through the DEEX beamline (Fig. 2.15). Table 2.6 compares beam parameters

at the entrance of the beamline, at the exit of the fist EEX module and at the exit of the

DEEX BC. The eigen-emittance compensation most likely happens due to compensation of

the nonlinear rather than CSR effects. Indeed, the compensation of eigen emittances did

not appear in the high-charge (100 pC) regime, where CSR effects enlarge the transverse

emittance much more than the nonlinear effects.

Figure 2.16 demonstrates the beam profiles σx, σy and σz along the optimized beamline.

The enlarged σx ≈ 3 mm after the first EEX module (and within the nearby region) might

compromise a beam capability to fit in the regular-size beam pipe. This issue can be miti-



90

Table 2.6: Initial (I), after the first EEX module (M) and final (F) beam parameters (rms)
in the DEEX bunch compressor for the optimized unsymmetrical design. The simulations
are performed for the multi-particle dynamics accounting for CSR effects for 20 pC bunch
charge.

Beam parameters I M F Units
Normalized emittance εnx 0.19 12.37 0.26 µm
Normalized emittance εny 0.19 0.19 0.19 µm
Normalized emittance εnz 12.3 0.29 12.5 µm
Normalized eigen-emittance λ1 12.3 12.4 12.5 µm
Normalized eigen-emittance λ2 0.19 0.29 0.24 µm
Normalized eigen-emittance λ3 0.19 0.19 0.19 µm
Bunch size σx 43.0 2983.5 100.6 µm
Bunch size σy 168.8 42.1 108.0 µm
Bunch length σz 90 0.86 3.60 µm
Twiss parameter βx 19 1407.8 76.8 m
Twiss parameter αx 6.1 -74.3 -12.2
Twiss parameter βy 293.5 18.29 120.321 m
Twiss parameter αy 0 -2.76 -6.33
Energy spread σδγ 70 366.57 1770.5 keV
Linear energy slope 〈zz′〉/σ2

z 0 376.79 -30.6 m−1

Beam energy E 1 1 1 GeV
Compression m = σzi/σzm,f - 105 25

gated by inserting several focusing lenses in the beamline. The alternative solution realized

within the scope of beam elements already present in the DEEX BC can be found with

additional ES optimization. One can set up a virtual border for the transverse beam profile

along the beamline, which can be realized as an extra term added to the cost function.
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Figure 2.8: Evolution of the ES optimization from the iteration number n over 800 steps:
(a) cost= det(Σ)f/det(Σ)i; (b) (εnx)f/(εnx)i; (c) the compression ratio after EEX up; (d) the
Twiss parameters; (e) parameters of EEX up; (f) parameters of EEX down.
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Figure 2.9: Transverse, longitudinal and (z, x′) phase spaces (from left to right) for the
linear (a-c) and nonlinear (d-f) single particle dynamics, and for the nonlinear dynamics
with the CSR effects for q = 100 pC on the exit of the optimized DEEX BC (Design I, set
I). Real dynamics results in approximately 10-fold increase of εnx and 2-fold increase of εnz .
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Figure 2.10: Transverse, longitudinal and (z, x′) phase spaces (from left to right) for the
different cases of beam dynamics at the end of the optimized DEEX BC (Design II, set II):
(a-c) the linear single-particle dynamics; (d-f) the nonlinear single-particle dynamics (1.89-
fold increase of εnx , εnz does not change); (g-i) the multi-particle dynamics with the CSR
effects for q = 100 pC (3.44-fold increase of εnx , 1.16-fold increase of εnz).
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Figure 2.11: Left: dependence of the emittance fold increase from the compression factor
m for Designs I and Design II of DEEX BC. Initial longitudinal parameters of the beam
are adjusted to achieve the same beam size at the end of the compressor as expected for
m = 25: σ′z = σz ·m/25 and ∆E ′ = ∆E · 25/m. Right: dependence of the emittance fold
increase in DEEX BC (Design I and II) from the bunch charge q. Points are marking the
beam parameters for which each design was optimized.
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Figure 2.12: Dependence of the fold emittance increase from the initial transverse normalized
emittances at different initial energy spreads for Design I and II (left). Dependence of the
fold emittance increase from the initial energy spread for Design I and II (right). Points are
marking the beam parameters for which each design was optimized.
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Figure 2.13: Dependence of the fold emittance increase from the beam energy for Design I:
εnx,ny = 0.10 µm, ∆E = 25 keV; and Design II: εnx,ny = 0.19 µm, ∆E = 70 keV. Points are
marking the beam parameters for which each design was optimized.
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Figure 2.14: Transverse, longitudinal and (z, x′) phase spaces at the exit of the optimized
DEEX (Design III, set III) from left to right: (a-c) the linear single-particle dynamics; (d-f)
the nonlinear single-particle dynamics resulting in 1.7-fold increase of εnx , 1.01-fold increase
of εnz ; (g-i) the nonlinear dynamics with CSR for q = 20 pC resulting in 1.35-fold increase
of εnx , 1.01-fold increase of εnz (bottom). Real dynamics with the CSR effects, for which
this design was optimized, results in better transverse beam quality than nonlinear dynamics
without CSR.
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Figure 2.15: Evolution of the fold increase of eigen emittances after each beam element (k)
from the distance along the beamline in the optimized DEEX BC design III: (a) det(Σ)
and eigen-emittance λ2, corresponding to εx on the entrance/exit of the beamline; (b) eigen-
emittance λ3, corresponding to εz, and eigen-emittance λ1, corresponding to εy. The elements
of the beamline are represented by the color scheme as follows: green is for the bending
magnets, yellow is for the TDCs, gray is for the drifts and pink is for the telescope. The
TDCs and dipole magnet lengths are enlarged on the scheme to be better visualized.

Figure 2.16: RMS beam sizes evolution through optimized DEEX BC: (a) σx; (b) σy and σz.
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2.7 2EEX BC optimum designs for another FELs

In this section, we present DEEX BC designs as an alternative solution to the chicane-

based BCs at different FEL facilities: existing European XFEL and planning to be built

LCLS-II at SLAC. As previously, beamline elements were optimized with ES algorithm.

Beam parameters and beam-optics parameters are respectively summarized in Table 2.7 and

Table 2.8. For both facilities, we assume no initial/residual energy chirp. We also define the

initial longitudinal beam parameters from the required bunch duration and energy spread

at the entrance of an undulator, while we keep the designed compression ratio as for MaRIE

m = 25. European XFEL is driven by the beam with a large bunch charge q = 1 nC and large

Table 2.7: European XFEL and LCLS-II beam parameters on the entrance of the bunch
compressor used in our simulations [80]. Listed twiss parameters are found during optimiza-
tion.

Electron beam Eur. XFEL LCLS-II
Normalized emittance 1.4 0.45 µm
Energy spread (rms) 100 20 keV
Bunch duration (rms) 600 210 µm
Linear energy slope (rms) 0 0 m−1

Beam energy 2 1.6 GeV
Bunch charge 1000 100 pC
Required compression 25 25
Twiss parameter βx 17.0 33.0 m
Twiss parameter αx 5.0 4.8

emittances εnx,ny = 1.4 µm. The optimized 2EEX BC results in roughly 3.7-fold increase of

emittance εnx . The longitudinal emittance at the exit of the scheme is only 3% more than

its initial value, while emittance εny does not change as expected for the uncoupled (y, y′)

dynamics. In contrast, LCLS-II is expected to be driven by the beam with q = 100 pC

bunch charge, same as for MaRIE XFEL, and emittances εnx,ny = 0.45 µm, which are larger

than those for MaRIE XFEL. The optimized 2EEX BC at m = 25 compression ratio results
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in 1.8-fold increase of emittance εnx . The longitudinal emittance at the exit of the scheme

is 12.5% larger than its initial value, while emittance εnz does not change.

Table 2.8: Parameters of the optimized 2EEX BCs for European XFEL and LCLS-II for the
input beam parameters listed in Table 2.7.

Design Eur. XFEL LCLS-II
EEX up (A)

Bend angle A 3.38 2.17 deg
Bend radius A 0.57 1.46 m
Drift S1 A 17.53 17.04 m
Drift S2 A 0.44 1.08 m
Cavity strength A 0.96 1.54 m−1

EEX down (B)
Bend angle B 0.53 0.36 deg
Bend radius B 2.77 2.25 m
Drift S1 B 6.24 4.82 m
Drift S2 B 0.02 0.02 m
Cavity strength B 17.34 32.95 m−1

The enlargement of the transverse emittance for LCLS-II beam parameters is quite mod-

erate (much less than one for European XFEL) in the DEEX BC. Next, we optimize the

parameters of the beam elements for different compression ratios starting from m = 17

planed in the baseline design of LCLS-II. We use the initial beam beam parameters listed

in Table 2.7 (for LCLS-II) with exceptions on the longitudinal beam size σz = 153 µm and

energy spread σ′δγ = 18.38 keV. The Fig. 2.17 demonstrates the linear dependence of the

fold emittance increase from the compression ratio m. In particular, larger compression

in DEEX results in larger transverse emittance growth and smaller longitudinal emittance

growth. The parameters of the beam elements and the final emittances for the different

compression ratios are listed in Table 2.9. A reasonable emittance enlargement of 30% for

m = 7 justifies the applicability of DEEX BC as a second bunch compressor (or as its part)

for LCLS-II.
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Figure 2.17: The ratio of final and initial emittances for transverse and longitudinal phase
spaces from the compression ratio m. The beamline and the Twiss parameters are individ-
ually optimized for each compression ratio and summarized in Table 2.9, while other input
beam parameters remain invariant.

Table 2.9: Parameters of the DEEX beamline for LCLS-II and fold increase of emittances
for different compression ratios.

Compression m 17 10 8 7 3 Units
Fold emittance increase

(εnx)f/(εnx)i 1.47 1.36 1.32 1.30 1.24
(εnz)f/(εnz)i 1.180 1.199 1.202 1.204 1.216

Input Twiss parameters
βx 11.5 12.6 14.8 14.9 18.1 m
αx 4.2 3.4 3.4 3.2 3.0

EEX up (A)
Bend angle A 2.31 2.17 2.34 2.40 2.60 deg
Bend radius A 0.5 0.5 0.5 0.5 0.51 m
Drift S1 A 19.74 19.60 19.67 19.65 19.44 m
Drift S2 A 0.95 1.33 1.53 1.348 1.53 m
Cavity strength A 1.25 1.25 1.24 1.21 1.1 m−1

EEX down (B)
Bend angle B 0.63 0.97 1.09 1.12 1.78 deg
Bend radius B 3.90 3.93 3.19 2.75 2.03 m
Drift S1 B 9.78 10.42 10.89 11.59 12.31 m
Drift S2 B 0.017 0.017 0.017 0.017 0.017 m
Cavity strength B 9.29 5.62 4.81 4.40 2.6 m−1
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2.8 Alternative emittance exchanger (AEEX) design with two

bending magnets

Bending magnets are major elements imposing CSR effects in chicane-based and EEX-

based bunch compressors41. Motivated by an idea to suppress the number of bending mag-

nets in an EEX-based BC, we constructed an alternative configuration of the emittance

exchanger42. The exact EEX is realized by two transverse deflecting cavities43 separated

by consequently lined up elements: a regular drift, a dogleg with a negative drift (a single

triplet) between its bends, and another triplet (Fig. 2.18 (a)).This configuration is inspired

by the permutation of matrices of the beam line modules of the standard EEX configuration,

consisting of two doglegs and one deflecting cavity as discussed previously. The appearance

of negative drifts is caused by necessity to satisfy the exact exchange conditions. The matrix

of this EEX in 4D (x , x′ , z , z′ ) phase space44 can be found as multiplication of its structural

components using Equations (2.4, 2.43, 2.44):

RAEEX = RTDC(k2) ·RDrift(L2) ·RDogleg(Leff , η, ψ) ·RDrift(L1) ·RTDC(k1) , (2.90)

41They can be further enhanced in consequent drifts.
42A similar EEX design was independently reported in [104], while an idea of reducing the number of

bends in DEEX was also proposed in [105].
43A thin cavity approximation is assumed.
44The (y, y′) dynamics is uncoupled as typically for an emittance exchanger and the related transfer

matrices can be found as a product of its structural components similarly how it was shown for the standard
EEX scheme.
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so we obtain:

RAEEX =



1 + k1η L1 + L2 + Leff k1(L1 + L2 + Leff ) η

k1k2ψ 1 + k2η k1 + k2 + k1k2η k2ψ

k1ψ η 1 + k1η ψ

k1 + k2 + k1k2η k1(L1 + L2 + Leff ) k1k2(L1 + L2 + Leff ) 1 + k2η


.

(2.91)

If one chooses the beam elements parameters to satisfy the following equations:

k1 = k2 = −1/η , (2.92)

L2 = −L1 − Leff , (2.93)

ψ = 0 , (2.94)

then this combination of elements will deliver the exact emittance exchange:

RAEEX =



0 0 0 η

0 0 −1/η 0

0 η 0 0

−1/η 0 0 0


. (2.95)

Any orientation of the dogleg (up or down) can satisfy the first condition since the cavity

strength can be of any sign. The condition in Equation (2.93) can be satisfied by using one

negative drift such that L2 < 0 and L1 > 0 , Leff > 0 or two negative drifts to make the

design symmetrical element vice45: L2 = L1 = −0.5Leff < 0. The negative drift can be

realized using two triplets as discussed in Equation (2.60). Alternatively one can use a single

45The condition on the equality of two negative drifts is optional and introduced for simplicity.
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triplet described in Eq. (2.59) to reduce the amount of focusing elements by swapping the

sign of the last TDC on the opposite which results in the updated condition: k2 = 1/η.

Dispersion η in the matrix of a conventional dogleg (with a regular free space propagation

sections in between of two bending magnets) can be positive or negative depending on the

direction of the shift defined by the angle of the first bending magnet, while Leff and ψ

are strictly positive for reasonable bend lengths and angles. For quantitative discussion, we

consider here the same dogleg as we used in the traditional EEX scheme, with edge angles

α1 = 0 and α1 = θ for the first magnet and α1 = θ and α2 = 0 for the second magnet46. We

write down the dogleg parameters:

η = − sec θ(2D + L+ L sec θ) tan
θ

2
, (2.96)

Leff = sec θ(2D + L sec θ) , (2.97)

ψ = 2D(sec θ − θ csc θ) + L tan2 θ; , (2.98)

where D and θ are dipole magnet length and angle, and L is the drift length in between of two

bending magnets. If −π/2 < θ < π/2, which is legitimate for the regular bending magnet,

we find that sec θ > 0 and  Leff > 0 if L > 0. Similarly, sec θ − θ csc θ = sec θ + θ/ sin θ > 0

resulting in ψ > 0 for L > 0. Since Leff can be compensated by the negative drift L2

if necessary, we request L < 0 such that ψ in Equation (2.98) satisfies the condition in

46Similarly the dogleg with symmetrical edge angles can be discussed using Equations (2.9-2.11).
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Equation (2.94). We find then the final conditions on the matrix elements of the alternative

emittance exchanger:

L = −2d(sec θ − θ csc θ)

tan2 θ
, (2.99)

η = −2d csc θ(−1 + θ csc θ) , (2.100)

Leff = −d csc3 θ(sin(2θ)− 2θ) , (2.101)

which can be satisfied if the positive drift is substituted with a negative drift in a dogleg in

between of two bending magnets.

The number of bending magnets (active sources of CSR) is reduced from four to two in

each EEX. Interestingly, when two emittance exchangers are combined together to form a

bunch compressor, the overall scheme reminds a chicane with additional deflecting cavities

inserted before and after each dogleg47 as demonstrated in Fig. 2.18 (b). Unfortunately, this

Figure 2.18: (a) Emittance Exchanger configuration with reduced number of bending mag-
nets. (b) A bunch compressor, combined from two alternative EEX configurations, has a
similar topology as a chicane with inserted transverse deflecting cavities. Yellow symbols
represent TDCs, green rectangles represent dipole magnets, and blue and red ovals represent
focusing and defocussing quadrupoles in respect to (x, x′) phase space. The negative drift
sections are highlighted blue, while the regular drift sections are gray.

sophisticated EEX topology “suffers” from the CSR effects even more than the standard EEX

47Another exception is that some positive drifts are substituted by the negative drifts.
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scheme. In particular, it results in 60-fold increase of εnx at the exit of DEEX BC combined

from AEEX modules. This and a double-chicane BC prove wrong the typical misconception

that reducing the actual number of bending magnets leads to minimization of CSR effects

in the overall scheme. While the proposed scheme does not work for these particular beam

parameters as a module of the bunch compressor, it might be useful for different phase space

manipulations of the beam. For example, this can be convenient for the longitudinal beam

shaping required in dielectric wakefield accelerators. This beam shaping can be realized

by a beam propagation through a transverse mask followed by an EEX [106]. As a result

transverse shaping can be transfered to the longitudinal phase space.

2.9 Summary

We demonstrated a new type of a bunch compressor, the unsymmetrical double emittance

exchanger. Each emittance exchanger is tuned to match with parameters of the propagating

beam. While there is a general understanding of the strong CSR dependence from the instant

beam parameters in each component of the scheme, as well as from the parameters of the

beam elements, the optimum beamline design for the DEEX topology is practically unpre-

dictable. This is due to two main factors: (a) the dynamics is highly coupled in 4-dimensional

phase space; (b) the minimum of emittance (eigen emittance) degradation imposed by the

CSR effects is not necessary reached when the CSR effects are minimized in each component

of the beamline. The later statement is valid if the mutual compensation of the nonlinear

or/and collective effects happens along the different elements of the beamline. This concept

became clear when DEEX BC scheme was optimized in the low charge regime as discussed

in Section 2.6.4. The unsymmetrical design of DEEX was found by the model indepen-

dent Extremum Seeking optimization effectively working in a highly-dimensional space of
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parameters. The invariants of linear dynamics, eigen emittances, were used to quantita-

tively characterize real dynamics along the BC beamline. Increase in the determinant of the

6-dimensional Σ-matrix was used as a cost function for the optimization. Such technique

is fast and universal for the optimization of any complicated beamline relying on the linear

beam dynamics48. The CSR effects for the state-of-the-art MaRIE parameters (ultra-low

emittances and energy spread at relatively high bunch charge) still remain critical for the

effective X-ray lasing even after the significant improvement of the scheme performance with

described method. The methods and results are summarized in Ref. [107].

An alternative scheme of the emittance exchanger was demonstrated. This scheme has

two bending magnets instead of four, which results in less active CSR-imposing elements

than in the original EEX scheme. However, the detailed simulation studies for the MaRIE

beam parameters showed that this scheme suffers from the CSR effects even more than

the standard EEX configuration and is not capable to improve performance of DEEX BC.

Finally, EEX-based bunch compressor, due to its flexibility, might be still convenient for the

6D electron beam shaping in order to increase FEL performance, similarly to the concept

discussed in Chapter 4 for an ICS source.

48Tuning beam elements of the higher order, i.e. sextupoles, octupoles, etc. to compensate nonlinearities
of the single-particle dynamics or collective effects can be also realized with the proposed method.



CHAPTER 3

CHIRPER AND DECHIRPER DESIGN BASED ON

TRANSVERSE DEFLECTING CAVITIES

In this chapter, we discuss the beam optics required for imposing and removing the cor-

related energy spread along the bunch, or, using the terminology popular in the accelerator

community: chirping and dechirping the beam. Such a configuration of the longitudinal

phase space of the electron beam is required in the chicane-based bunch compressors as

explained in Chapter 2. First, we overview the conventional technique for chirping and

dechirping the beam using an off-crest acceleration. After that, we introduce the novel solu-

tion of how to impose the positive chirp on the beam using a series of transverse deflecting

cavities separated by drifts, and describe it in the linear regime using the matrix formal-

ism. Then, we present two designs of the TDC-based chirper at 250 MeV and 1 GeV for the

MaRIE XFEL linac, aimed to impose a large correlated energy spread on the beam before the

chicane of the second bunch compressor. Both designs are constructed to fit in respectively

two and four cryomodules in the frame of the existing superconducting linac outline [80]

with a minimal of modifications required. Simulation and optimization studies of the non-

linear and longitudinal space charge effects are accomplished using the beam tracking code

elegant [37] and the derived results are presented. In the second part of the Chapter, we

describe how the scheme can be modified with quadrupole magnets to impose a negative

chirp on the beam (or remove the present chirp, i.e. dechirp the beam). In particular, we

design two beamline schemes at 250 MeV for the MaRIE injector test stand to impose a

negative chirp and at 1 GeV for the MaRIE linac to remove a positive chirp from the beam
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after the chicane of the second bunch compressor. We also present the optimization results

of both schemes accomplished with tuning of the input Twiss parameters, nonlinear optics

and adjusting the voltage in the last deflecting cavity. The work described in this chapter is

summarized in Ref. [108].

3.1 Standard Chirper configurations

A beam with nonzero correlated energy spread is required in front of a chicane. In

particular, more energetic electrons should be located in front of the beam, and less energetic

electrons in the tail of the beam. Following the methods explained in Chapter 2, we describe

this action using the matrix formalism for the 4D phase space (x, x′, z, z′). An ideal beam

chirp is described via the following matrix:

RChirp =



1 L 0 0

0 1 0 0

0 0 1 0

0 0 R65 1


, (3.1)

where R65 < 0, resulting in z′f = z′i + R65zi. It practically means that the electrons in the

tail of the beam become more energetic, while electrons in the front of the beam become less

energetic. The chirp action is linearly proportional to the electron coordinate, and there is no

effect on the average energy of the beam. The same matrix is valid for dechirping the beam if

R65 > 0, and describes exactly the opposite action. Meanwhile, transverse motion in (y, y′)

phase space is uncoupled in the approximation of the linear single-particle dynamics and
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can be simply characterized by a free space propagation1. Typically, imposing an energy

chirp on the beam is realized via an off-crest acceleration. The RF acceleration relies on

the synchronization of the electron beam and the electromagnetic wave at the moment of

interaction and can be simply described by the action of the Lorentz force on the electron

beam:

FL = eE = eE0 cosφ , (3.2)

where e < 0 is the electron charge, E0 is the amplitude of the RF field2 and φ is the relative

phase between the RF and each electron in the beam. Next, we write down the Newton

equation:

d(γeβmec)

ds/c
= −eE0 cosφ , (3.3)

where s is the coordinate along the beam-path and β(s) ≈ 1 and does not change significantly

along the beamline in comparison with changes in γ during the acceleration. Both of those

are valid approximations for the highly relativistic beam. Furthermore, we assume that

the phase between the RF field and the test electron3 φ0 also does not change upon the

acceleration4 and that the initial energy spread is small (δγ � γ). Given that the relative

phase between an electron in the bunch δφ = ωδt� 2π, one can rewrite down the previous

equation as the following5:

mec
2d(γ + δγ)

ds
= −eE0

(
cosφ0 − sinφ0ωδt−

cosφ0

2
(ωδt)2 + ...

)
, (3.4)

1Transverse motion in (x, x′) phase space is also uncoupled from the longitudinal phase space in the
regular chirper schemes. However, we use the 4-dimensional formalism here, since we describe a novel
method of chirping involving this coupling later.

2Here, we assume the field is constant across and along the bunch for simplicity, which is valid in the first
order approximation.

3As described in Chapter 1, the test electron characterizes the average motion of the electron beam.
4In other words, the proper synchronism is maintained
5For example, σt = 300 fs for the bunch in between two bunch compressors at 250 MeV and 1 GeV and

ω = 3.9 GHz for the MaRIE linac, which results in ωσt ∼ 10−3.
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From this expression, one can obtain for the zeroth order:

γ(s) = − eE0

mec2
cosφ0s+ γ(0) . (3.5)

This equation describes the principle of the linear acceleration, and suggests φ0 = 0 for the

maximum acceleration gradient. The imposed energy change can be found in the first order

as following:

δγ(s) =
eE0(ω/c) sinφ0

mec2
scδt+ δγ(0) . (3.6)

Notice that at φ0 = 0, the accelerator cavity does not affect the beam in the first order.

Therefore, imposing the linear energy slew is impossible at the maximum of the acceleration

gradient. We then rewrite Equation (3.6) using the coordinates of the longitudinal phase

space z and z′:

z′(s) = −eE0(ω/c) sinφ0

γ(s)mec2
sz(0) + z′(0) , (3.7)

and immediately find the expression for R65 matrix element:

R65(s) = −eE0(ω/c) sinφ0

γ(s)mec2
s . (3.8)

It is obvious that one should pick the RF phase to chirp the beam such that sinφ0 > 0 and

cosφ0 > 0 for the beam to be accelerated, resulting in 0 < φ0 < π/2. Typically, the off-crest

acceleration for imposing significant energy slews has the RF phase ∼ π/4. For example, it

is 43◦ for the LCLS linac between the first BC at 250 MeV and the second BC at 4.54 GeV,

and results in the loss of 1.575 GeV of the beam energy [109]. One can impose the negative

chirp on the beam using the same principles by choosing −π/2 < φ0 < 0, which results in

R65 > 0.
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3.2 Chirper design using transverse deflecting cavities

Imposing an energy chirp during the off-crest acceleration with the non-zero R65 is re-

alized via a single beam element6, called the accelerating cavity, and does not involve any

correlations between transverse and longitudinal phase spaces. In contrast, a beamline with

nonzero R56 is realized via a chicane, combined from several beam elements, and relies on

the correlations between xx′ transverse and longitudinal phase spaces imposed in doglegs, or

to be more precise, in bends. Perhaps, the “natural” single element imposing R56 is a free

space propagation, where more energetic electrons enlarge their coordinate along the beam

because they travel faster. The correct drift matrix in 6-dimensional phase space (x, x′, y,

y′, z, z′) can be written as:

RDrift =



1 L 0 0 0 0

0 1 0 0 0 0

0 0 1 L 0 0

0 0 0 1 0 0

0 0 0 0 1 L
γ2

0 0 0 0 0 1


, (3.9)

However, this would require a very long drift to impose a significant impact on the longitu-

dinal bunch size for the relativistic beam, since R56 � L and the normalized energy spread

z′ is typically very small in the FEL driven linacs. As previously discussed, the solution

for a large R56 is realized by involving a mixing between transverse and longitudinal phase

spaces. We turned our attention to the scheme of an emittance exchanger looking for a

similar solution for a new beamline with large R56. In this scheme, two doglegs are mirror

6In general, it is typically done via a sequence of accelerating cavities, but all of them are similar in their
action on the beam. Thus, we refer to all of them collectively as a single element.
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matched7 with one deflecting cavity to complete an emittance exchanger8. By looking at the

matrices of a dogleg and a transverse deflecting cavity (in the thin approximation):

RDogleg =



1 L 0 η

0 1 0 0

0 η 1 ξ

0 0 0 1


, RTDC(κ) =



1 0 0 0

0 1 κ 0

0 0 1 0

κ 0 0 1


, (3.10)

it is clear that z′ acts on x and x′ acts on z via the dispersion matrix element η in the dogleg,

while the direction of the action is switched in the TDC and defined by the matrix element

κ. These arguments made us look towards the TDC-based chirper beamline with a non-zero

R65 which would be an analog of a chicane 9with a non-zero R56.

There is no action of the electromagnetic field on the center of the beam in a cavity

with a single TM110 deflecting mode, because the field is zero on the z-axis at 0◦ RF phase.

However, the transverse magnetic field depends on the coordinate along the bunch imposing

deflection of the beam in respect to its longitudinal coordinate: (x′)f = (x′)i + κz. In

addition, the longitudinal electric field linearly varies across the beam (in the x-direction),

resulting in an accelerating gradient along the x−axis. The matrix of the cavity accounting

for its thickness and summarizing these actions can be written as following:

RTDC(κ, Lc) =



1 Lc
κLc

2
0

0 1 κ 0

0 0 1 0

κ κLc
2

κ2Lc
6

1


, (3.11)

7The transposed matrix of a dogleg (only κ is non zero) becomes a TDC matrix.
8As it was shown in the alternative EEX, a single dogleg can be matched with two transverse deflecting

cavities.
9Interestingly, the sign of the matrix element R56 in a chicane can be flipped by inserting several

quadrupole magnets between the dipole magnets. A similar approach will be described in Sec. 3.7.
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where Lc [m] is the cavity length and κ [m−1] is the normalized deflection potential also

referred as the geometric strength:

κ = eV⊥/(mc
2γa) , (3.12)

where V⊥ is the effective deflecting voltage, a is the characteristic cavity size (on the order

of the RF wavelength), and γ is the mean bunch energy. For example, κ=0.21 cm−1 for

the X-band LOLA cavity at SLAC [110]. Combining three deflecting cavities separated by

drifts with a length D as shown in Fig. 3.1, and requesting the conditions κ1 = κ3 = κ and

κ2 = −2κ, we find the final TDC based chirper matrix (RTC) as a product of its elements10:

RTC = RTDC(κ, Lc)RDrift(D)RTDC(−2κ, 2Lc)RDrift(D)RTDC(κ, Lc) . (3.13)

This results in the final matrix of the TDC-based chirper:

RTC =



1 2D + 4Lc 0 0

0 1 0 0

0 0 1 0

0 0 −2
3
κ2(3D + 2Lc) 1


. (3.14)

The subplots in Figure 3.1 illustrate the physics behind this scheme. While even the

TDC itself imposes the (x, z) correlations ∼ κLc, it relies on significant length of the cavity.

In contrast, the (x′, z) correlations imposed in the first deflecting cavity can be transfered

to the (x, z) correlations in the upstream drift overall resulting in ∆xz = (d + Lc/2)κz.

The drift can be chosen to be much longer than the cavity length. At this point, before

entering the third TDC, the beam becomes slightly dechirped: ∆z′z = −Lcκ2z, but more

10All the cavities are chosen to be of the same RF amplitudes for simplicity. As soon as the conditions on
κ are satisfied, the cavity lengths can be varied.
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Figure 3.1: The schematics of the TDC-based chirper beamline (above) consisting of three
TDCs for imposing longitudinal energy chirp in relativistic bunches. Subplots below show
the (x, z) bunch distribution inside each TDC. Green arrows in these plots show z-dependent
deflection provided by each cavity and color shows the particle energy at the corresponding
location: the red color corresponds to the highest energy and the blue color to the lowest
energy in the bunch.

importantly, it has a large transverse size and strong (x, z) correlations. Predominantly

because of this, the additional energy spread imposed across the bunch (R61 6= 0) in the

middle cavity results in the large energy chirp. The following drift and the last deflecting

cavity remove the residual correlations between the transverse and longitudinal phase spaces

with the chirped beam at the end of the scheme11.

The TDC-based chirper works by different principles in comparison to an off-crest accel-

eration which was discussed previously. It is important to evaluate whether the novel method

is more effective than its commonly used counterpart. The element R65 = −2
3
κ2(3D+2Lc) ≈

−κ2D in the approximation of D � Lc. In comparison, R65 = −κ for the off-crest acceler-

ation in the cavity of the same strength. A 1 m drift length in the TDC chirper results in

κD � 1 for the typical cavity strength of κ ∼ 0.05 - 1 cm−1 meaning that the new scheme

11The last elements have almost no affect on the imposed chirp: it is reduced on the negligible quantity
of Lcκ

2(z)/6.



115

is beneficial. The drift sections in conventional accelerators are relatively cheap12 and, while

the new method would be more expensive, is still cheaper than the cost of the accelerating

structures and the power required to drive them in the superconducting accelerators. Even if

the drift sections can be very long virtually, the maximum chirp is still limited. Indeed, the

major chirp is imposed in the middle cavity and relies on the presence of (x, z) correlations

and enlarging of the transverse size of the beam in x-direction occurring in the upstream

section of the scheme, which scales as σx ∼ κDσz. We can rewrite the matrix element using

this approximation: R65 ≈ −σx/σzκ. The overall transverse size in each cavity should be

less than the characteristic scale of the RF field (a few mm to few cm) as defined by its wave-

length, otherwise the nonlinear effects associated with inhomogeneity of the electromagnetic

fields become significant and have to be accounted for. Hence, the proposed scheme performs

roughly σx/σz ∼ 10 − 100 times better than the off-crest acceleration, depending on the

longitudinal beam size, and is especially beneficial for short bunch sizes, such as those found

in FEL-driven linacs after the final bunch compressor. Finally, the initial transverse size and

divergence do not have any impact on the performance of the scheme in the linear regime.

Therefore, the Twiss parameters of the beam can be varied to optimize the transverse beam

size along the beamline in order to minimize higher order effects as we will demonstrate in

Section 3.5.1 of this chapter.

12The facility construction and maintenance costs around empty vacuum tubes are not negligible. Perhaps
the actual space for the linac can be quite limited due to the natural conditions of the landscape. A good
practical example of this is the MaRIE linac at LANL. It is planned to be built near the existing Proton
radiography facility at the LANSCE Mesa, where the place is physically limited by the neighboring canyon.
In general, the benefit of avoiding the off-crest acceleration can eventually gain in reducing the overall linac
length in comparison to the conventional schemes.
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3.3 Design optimization for the MaRIE linac

The proposed scheme is strongly beneficial for normal-conducting accelerators, where free

space propagation is realized as empty tubes with high vacuum. For the superconducting

accelerator case, such as for the planned to-be-built LCLS-2 [57] or MaRIE XFEL [58],

the drift lengths between the TDC cavities come at the cost of the cryogenic module. In

this section, we discuss the outline of the proposed scheme within the frame of the MaRIE

cryomodules for which we provide numerical studies and optimization of nonlinear effects

up to the third order. The conceptual MaRIE design requires imposing a large (±5 MeV)

correlated energy spread between chicanes of the two bunch compressors located at 250 MeV

and 1 GeV [80]. The related chirp roughly delivers an optimum trade-off between the slice

energy spread growth caused by the LSC-induced microbunch instabilities during the low

gradient off-crest acceleration13 and the emittance growth in the chicane due to CSR effects14.

The MaRIE linac is planned to be built using superconducting cavities placed in a series of

12.4-m-long cryomodules [58, 80]. The novel TDC-based chirper scheme has been proposed

already, but only after the conceptual MaRIE outline had been approved. Keeping that

in mind, we designed it so it can effectively fit within the exact number of cryomodules to

simplify the replacement. The layout of the proposed TDC-based chirper assumes using two

cryomodules for the chirper at 250 MeV beam energy and four cryomodules at 1 GeV beam

energy (Fig. 3.2). The parameters of the beam elements and the beam for these schemes are

listed in Table 3.1. The optimum ratio between the cavity length and the drifts are chosen

to maximize the efficiency of the proposed scheme while accounting for both, the outline of

the cryomodules and the cost efficiency. Lastly, the cost of the RF was compared with the

13Due to the close energy of the two bunch compressors, the off-crest acceleration has to happen at the
large phase resulting in roughly two times smaller accelerating gradient.

14see Chapter 2 for more details.
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250 MeV

Cryomodule13-cell TDC1 GeV

Figure 3.2: The layout of TDCs inside the cryomodules for the MaRIE linac. The design
shows the TDC-based chirper consisting of twenty four total 13-cell cavities within two
cryomodules at 250 MeV (above) and at 1 GeV with thirty two total 13-cell cavities within
four cryomodules (below). The cryomodule contours are represented by blue ovals, each 13-
cell TDC is represented by a yellow rectangle, and the black arrows point along the direction
of the beam propagation.

cost of vacuum drift tubes within the cryogenic environment, specifically accounting for the

cost of the tunnel, the structure, and the cryomodules.
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Table 3.1: Parameters of the TDC-based chirper for MaRIE x-ray FEL

Electron beam
Beam energy E = γmc2 250 1000 MeV
Bunch charge q 100 100 pC
Bunch length σz 90 90 µm
Normalized transverse emittances εnx,y 0.1 0.1 µm
Normalized longitudinal emittance εnz 5.72 5.72 µm
Uncorrelated energy spread γmc2σz′u 32.5 32.5 keV
Correlated energy spread (imposed) γmc2R65σz 6.7 8.1 MeV
Beamline components
Total number of cryomodules 2 4
Total number of 13-cell cavities 24 32
Cavity frequency 3.9 3.9 GHz
Effective RF length in each cavity 0.5 0.5 m
Deflecting voltage in each cavity 2.5 2.5 MeV
Number of 13-cell cavities per TDC 6 8
Drift length D 3.39 6.58 m
TDC length Lc 4.28 5.72 m
TDC strength κ 4.9 1.63 m−1

R65 300 90 m−1

3.4 Transverse deflecting cavity models in elegant

Transverse deflecting cavities in the beamline of the double emittance exchanger BC were

simulated by the first-order transfer matrices in the thin-lens approximation for simplicity

(Chapter 2). By contrast, each TDC was simulated by available in elegant element RFDF

here to uncover potentially important effects of the nonlinear single-particle dynamics coming

from the large total energy spread originated by the gigantic imposed chirp. The transverse

magnetic field in the RFDF element is similar15 to the form written in Equation (2.48):

By = B0 cos(ωt) , (3.15)

15The phase offset of π/2 (90◦) has to be chosen in each RFDF element to provide zero deflection of the
particles in the center of the bunch (z = 0).
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The longitudinal electric field is similar to the form written in Equation (2.45):

Ez = B0ωx sin(ωt) . (3.16)

The action of the Lorentz force on the particle momenta16 is calculated using these fields [38]:

∆px = eB0∆L cos(ωt) , (3.17)

∆py = 0 , (3.18)

∆pz =
eB0ωx∆L

c
sin(ωt) , (3.19)

where ∆L is the length of the slice passing through and ∆pi describes the changes of the

variable pi after propagation through this interval. The transverse deflection in RFDF el-

ement is constant as a function of transverse coordinates and is specified by the deflection

voltage:

V = B0c∆L . (3.20)

Such configuration of the electromagnetic fields suggests that in the beam coordinates (r, p)

the effects of the second, third and higher orders associated with the relative phase of the

particle along the bunch in respect to the RF field can appear according to the following

equations:

∆px = eB0∆L

(
−(ωt) +

(ωt)3

6
+ ...

)
, (3.21)

∆py = 0 , (3.22)

∆pz =
eB0ωx∆L

c

(
1− (ωt)2

2
+ ...

)
. (3.23)

16Units of mc used in reference [38], which is why the expressions there are different from here.
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In the ultrarelativistic regime, where all the particles have the similar energy γ and fly

with approximately the same speed βzc, the time interval then can be written in terms of a

coordinate along the bunch and momenta:

t =
z

βzc
=

zγ

pz/m
=
z
√

1 + (p2
z + p2

x + p2
y)/(mc)

2

pz/m
=
z

c

√
1 +

(mc)2

p2
z

+
p2
x

p2
z

+
p2
y

p2
z

. (3.24)

Next, we assume that the reference particle has only the longitudinal component of the

momentum vector p0 � 1, and that the momentum components of each particle in the

bunch are pz ∼ px ∼ py � p0. Then, one can obtain the following result using the Taylor

expansion series:

t ≈ z

c

√
1 +

(mc)2

p2
0

1 +

pz
p0

(
mc
p0

)2

1 + (mc)2

p2
0

−
3
(
pz
p0

)2 (
mc
p0

)2

2
(

1 + (mc)2

p2
0

)2 −

(
px
p0

)2

1 + (mc)2

p2
0

−

(
py
p0

)2

1 + (mc)2

p2
0

+ ...

 .

(3.25)

The expressions in Equations (3.15-3.16) can be rewritten for the proper coordinate system

(x, x′, y, y′, z, z′) chosen for the convenience of the beam propagation description through

the beamline. First, the expression in Eq. (3.24) can be rewritten in terms of the Lorentz

factor γ and the normalized velocity components βx ≈ x′ and βy ≈ y′ since βz ∼ 1:

t =
z

βzc
=

z/c√
β2 − β2

x − β2
y

=
z/c√

1− 1/γ2 − β2
x − β2

y

. (3.26)

Assuming that the reference particle has βx = βy = 0 and γ = γ0, we can find the relative

shift in time of a particle in the bunch using the Taylor expansion series:

t ≈ z/c√
1− 1/γ2

0

(
1− ∆γ/γ3

0

1− γ2
0

+
3∆γ2/γ4

0

2(1− γ2
0)2

+
β2
x/2

1− 1/γ2
0

+
β2
y/2

1− 1/γ2
0

+ ...

)
, (3.27)
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which is similar to the expression in Eq. (3.25). Second, one has to express the left parts

of Eqs. (3.15-3.16) in these coordinates using the linear differentiation rule in respect to the

slice ∆L:

∆px
mc

= ∆ (γβx) = βx∆γ + γ∆βx = βx∆(γ0 + δγ) + (γ0 + δγ)∆βx , (3.28)

∆pz
mc

= ∆(γβz) = βz∆γ + γ∆βz = βz∆γ + γ∆

√
1− 1

(γ0 + δγ)2
− β2

x − β2
y = ... , (3.29)

where the second legs in both equations assume that 〈βx〉 = 〈βy〉 = 0 and βx and βy then

describe then the relative normalized velocities (slopes) of a particle in the bunch, while the

normalized energy spread is z′ = δγ/γ0.

In spite of the description, the RFDF routine in elegant, even with the approxima-

tion of uniform electromagnetic fields, accounts for nonlinear effects which can be significant

upon reaching a large normalized energy spread z′, slopes x′ and y′, etc. This approximation,

however, has to be properly checked against the real TDC structure (or upon designing one)

containing a mixture of TM- and TE-like modes, which can be done in the electromagnetic

simulation software, for example in CST MICROWAVE STUDIO [111], or experimentally.

The electromagnetic field map then can be transferred to elegant for the accurate simula-

tions of the TDC-based chirper beamline with the actual TDCs structures. Apart from the

RFDF element, an alternative routine, RFTM110, is available in elegant. This routine

uses the field for a pure TM110 mode in the approximation of cylindrical symmetry [38].

However, the deflecting mode is a hybrid of TE and TM modes in a real deflecting cavity

with entrance and exit tubes and the deflection has no dependence on the radial coordinate.

Therefore, using the RFDF element instead of the element TM110 is more convenient for

practical applications which is also recommended by the authors of elegant [38].



122

3.5 Nonlinear effects and its optimization for 250 MeV Chirper

First, we report on the emittance enlargement while imposing a chirp in the scheme at

250 MeV, where we account for the high order effects of the single-particle dynamics in drifts

and transverse deflecting cavities. Figure 3.3 demonstrates the evolution of the transverse (a)

and longitudinal (b) emittances and eigen emittances (c) and (d) along the beamline. The

transverse and longitudinal emittances significantly grow during the propagation, since the

motions in the transverse (x, x′) and longitudinal (z, z′) phase spaces are highly coupled.

The transverse emittance εnx at the end of the beamline is 0.39 µm which is roughly four

times bigger than its initial value of 0.1 µm. The eigen emittance λ2 related to the transverse

phase space (x, x′) predominantly grows in the third deflecting cavity and comes back

close to its original value in the last cavity resulting in only 5% enlargement. Such a big

difference between εnx and λ2 suggests the presence of the strong residual correlations between

transverse and longitudinal phase spaces. The longitudinal emittance as well as its associated

eigen emittance λ1 at the end of the beamline are respectively 31.8 µm and 31.9 µm, which

means they increased significantly in comparison to their initial values of 5.72 µm. The

transverse dynamics in (y, y′) phase space is uncoupled and results in no visible change

in related normal and eigen emittances in comparison to their initial values of 0.1 µm.

Degradation of the transverse emittance εnx is caused by the remaining correlations between

transverse and longitudinal phase spaces at the exit of the beamline as clearly visualized in

Fig. 3.4. In particular, the slope x′ linearly depends on both the distance along the bunch

and the energy spread, which are related through the large chirp imposed on the beam. In

addition, the transverse coordinate x quadratically depends on the longitudinal parameters

of the beam. Quadratic correlations are caused by the large energy spread associated with

the imposed chirp. Indeed, the total energy spread reaches a value of approximately 7 MeV in
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Figure 3.3: Transverse and longitudinal emittances and eigen emittances along the beamline
for the input Twiss parameters βx = βy = 5 m and αx = αy = 0. Each 13-cell cavity is
marked as a yellow rectangle representing its actual geometric length and position within
the beamline. The ordinate s = 0 m corresponds to the entrance of the beamline.

the end of the third TDC and only slightly changes in the rest of the beamline (Fig. 3.5 (c)).

This value is comparable to the total beam energy of 250 MeV and results in the normalized

energy spread of δγ/γ ∼ 0.028. This value should be much smaller than 1 to hold the

matrix formalism of the linear dynamics legitimate and requires accounting for higher order

dynamics in the opposite case. In particular, quadratic correlations most likely caused by the

nonzero Tij6 terms related to the nonlinear effects in TDCs. The nonlinear effects are still

negligible in the first cavity due to a relatively small total energy spread. The energy chirp

becomes larger in the second cavity, and consequently the nonlinear effects, predominantly
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Figure 3.4: Phase spaces at the exit of the TDC-based chirper at 250 MeV for nonlinear
single-particle dynamics βx = βy = 5 m and αx = αy = 0.

due to the T256 matrix element (see Equations 3.21 and 3.27 for details), result in correlations

between x′ and (z′)2, x2, and z2, while every pair of coordinates from the trio x, z, and z′

are linearly correlated with each other. In the downstream drifts and cavities, the T256

term results in transferring of the quadratic correlations to the x coordinate due to the

growing energy chirp and the linear correlations in (x, x′) phase space. This eventually

results in the domination of the T166 matrix element for the overall beamline, which explains
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Figure 3.5: Beam parameters at a distance s along the beamline in TDC-based chirper at
250 MeV (βx,y = 5 m and αx,y = 0): (a) σx and σy; (b) σz; (c) the total energy spread; (d)
the chirp. The ordinate s = 0 m corresponds to the entrance of the beamline.

the final correlations between x and (z′)2, while quadratic correlations between x and (z)2

immediately follow due to the linear energy chirp imposed on the beam.

3.5.1 Optimization of the Twiss parameters

At least the largest of two effects, quadratic or linear correlations between the coordinates

of the longitudinal phase space and respectively x and x′ coordinates, can be optimized by

choosing the appropriate set of the input Twiss parameters. Indeed, optimizing σx and σx′

along the beamline can reduce the correlations between the transverse and longitudinal phase
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spaces at the exit of the beamline and consequently reduce the transverse emittance growth.

As clearly demonstrated in Fig. 3.5, the transverse beam size in the middle of the scheme:

σxm =
√
σ2
x − 2(D + 2Lc)〈xx′〉+ (D + 2Lc)2σ2

x′ + κ2(D + 2Lc)2σ2
z , (3.30)

where σx, σx′ , σz and 〈xx′〉 are the beam parameters on the entrance of the beamline,

is much bigger than at the entrance and the exit of the scheme. This is due to the size

being predominantly defined by the longitudinal beam parameters, since the longitudinal

emittance is much large than εnx . Using Eq. (3.30), one can find (accounting for the values

of the parameters listed in Table 3.1):

σxm ≈ κ(D + 2Lc)σz , (3.31)

Hence, σx and σx′ can be significantly controlled by the Twiss parameters only close to

the entrance and the exit of the beamline. Figure 3.6 presents the dependence of the final

transverse (a) and longitudinal (c) emittances and relates them to eigen emittances (b, d)

from the input Beta-function (βx) at αx = 0. The minimum of εnx ≈ 0.27 µm is reached at

βx ≈ 25 m. The longitudinal emittance and associated eigen emittance λ1 observe insignifi-

cant changes. Next, we demonstrate that imposing the initial linear correlations on (x, x′)

phase space by adjusting αx can reduce the transverse emittance even further. Figure 3.7

depicts that the minimum of the transverse emittance εnx ≈ 0.20 µm is reached at βx = 59 m

and αx = 2.1. Figure 3.8 demonstrates how the parameters of the beam change along the

beamline for the optimal Twiss parameters βx = 59 m and αx = 2.1. The input Twiss

parameters βy and αy were adjusted accordingly so one can see how transverse parameters

in (x, x′) phase space would change if TDCs are turned off (V = 0 and consequently κ = 0)
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Figure 3.6: Transverse and longitudinal emittances and eigen emittances from the input
beta-function βx at βy = 5 m and αx = αy = 0.

resulting in the absence of the transverse-longitudinal coupling and in a zero chirp17. Fig-

ure 3.9 demonstrates how normal and eigen emittances transition along the beamline for the

optimized transverse beam profile. Comparing these results with Fig. 3.3, we can conclude

that the longitudinal parameters of the beam remain unchanged, while the transverse beam

size σy (σx if the cavities are turned off) reaches its minimum approximately in the middle

of the last TDC. This beam profile results in compensation of the second order correlations

in the final TDC, which were imposed in upstream elements of the beamline. As a result,

it reduces the degradation of the transverse emittance. The output beam phase spaces are

17Changing βy and αy demonstrated no visible impact on the transverse (x, x′) and longitudinal dynamics,
as was theoretically predicted due to the fact that (y, y′) dynamics is uncoupled.
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Figure 3.7: Transverse and longitudinal emittances and eigen emittances from the Beta-
function βx for different αx (βy = 5 m and αy = 0).

presented in Fig. 3.10. Noticeable improvements in (x, x′) phase space in comparison to the

unoptimized case (Fig. 3.4) are demonstrated.

3.5.2 Suppressing linear correlations

Next, we report on how emittance degradation depends on the final imposed chirp in

the scheme with optimized Twiss parameters. The imposed chirp is varied by changing the

deflecting voltage simultaneously in each cavity, while another parameters of the scheme

remain invariant. Figure 3.11 (a) demonstrates that imposing a 5 MeV chirp will result in

approximately 40% enlargement of the transverse emittance εnx , suggesting that the scheme

requires further optimization. The presence of residual linear correlations in (x′, z) and

(x′, x′) phase spaces (Fig. 3.10) suggests that the effective cavity strength κ in the approxi-

mation of the nonlinear single-particle dynamics varies between the different cavities along

the beamline which means that it depends on the beam parameters which vary along the

beamline. However, the beam size, the total energy spread and other parameters reported

in Figures 3.5 and 3.8 should not affect the linear dynamics according to the presented for-
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Figure 3.8: Beam parameters at a distance s along the beamline in TDC-based chirper at
250 MeV with the optimized Twiss parameters βx = βy = 59 m and αx = αy = 2.1: (a) σx
and σy together; (b) σy on the different scale; (c) the total energy spread; (d) the energy
chirp. The longitudinal beam profile remains identical to the previous case and is not shown.

malism. Interestingly, the nonlinear effects result not only in the degradation of the phase

space shape (Fig. 3.4 and 3.10) but also change the average beam parameters. For instance,

the final average position of the beam for the nonlinear single-particle dynamics is shifted

relative to the central axis of the beamline for both sets of input Twiss parameters as can be

noticed in Figures 3.4 and 3.10. Moreover, the normalized beam energy γf = 489.124 at the

end of the beamline is slightly smaller than its initial value γi = 489.225. These values18 at

the entrance of second, third and fourth cavities are respectively γ2 = 489.221, γ3 = 489.268

18These values are presented for the scheme with the optimized Twiss parameters, while they are almost
identical for the scheme with initial Twiss parameters βx = 5 and αx = 0.
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Figure 3.9: Transverse and longitudinal emittances and eigen emittances along the beamline
for the optimum input Twiss parameters βx = βy = 59 m and αx = αy = 2.1.

and γ3 = 489.327. Variations in the average bunch energy along the beamline, initially

caused by the nonlinear effects, result in changing of the effective cavity strength in different

cavities which explains the presence of the residual linear correlations between transverse

and longitudinal phase spaces. Such correlations can be removed by slightly adjusting the

voltage in the last cavity, while all other parameters of the beamline are kept unchanged.

Shifting the voltage in the last cavity from 2.5 MV to 2.5265 MV (∆V=+26.5 kV) results in

the final εnx of 0.144 µm for the maximum imposed correlated energy spread of 6.74 MeV,

using input Twiss parameters βx = 59 m and αx = 2.1. In this case, the final chirp is

practically unchanged (less then 0.12% reduction). Interestingly, Figure 3.12 demonstrates
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Figure 3.10: Phase spaces at the exit of the TDC-based chirper at 250 MeV for the nonlinear
single-particle dynamics for the optimal Twiss parameters βx,y = 59 m and αx,y = 2.1.

that the minimum of the transverse emittance εnx is reached at the same voltage at which

the longitudinal normal and eigen emittances become identical, confirming suppression of

the linear correlations between the transverse and longitudinal phase spaces (Fig. 3.13).

The twiss parameters can be further optimized to minimize the emittance degradation

due to the quadratic correlations only, since the linear correlations (x′, z) and (x′, z′)

are completely suppressed. The new optimal set βx = 150 m and αx = −1.3 result in the

transverse emittance enlargement of only 5% for the maximum applied chirp of 300 m−1. The
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Figure 3.11: Normalized emittances at the exit of the TDC-based chirper at 250 MeV with
the optimized Twiss parameters in respect to the applied chirp at the end of the beamline.
The upper horizontal axes relate the imposed chirp to the final correlated energy spread of
the beam.

longitudinal emittance and related eigen emittance λ2 are still much larger 31.86 µm than

their initial value of 5.72 µm. The corresponding phase spaces at the exit of the beamline are

presented in Fig. 3.14. The transverse phase space is practically degradation-free, while only

minimal residual correlations between transverse and longitudinal phase spaces are present.

The slight bend in the longitudinal phase space explains the enlargement of the longitudinal

emittance. The evolution of the normal and eigen emittances for this beamline is presented

in Figure 3.15.

The last cavity voltage should be adjusted proportionally to its initial value (voltage

in other cavities) when defining the imposed chirp. For example, if one needs a smaller

chirp corresponding to a voltage of 2 MV instead of the maximum applied chirp at 2.5 MV,

the optimal voltage in the last cavity is smaller, i.e. ∆V = 13 kV. This is because the

nonlinear effects shift the average beam energy less with a smaller total normalized energy

spread. For V = 1.5 MV it is correspondingly ∆V = 5.25 kV and for V = 1.0 MV we

find ∆V = 1.6 kV. These points follow the approximate relation: ∆V [kV]=1.696 · V 3[MV],

which defines the proper rule for adjustment of the voltage in the last cavity in order to
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Figure 3.12: Transverse and longitudinal emittances and eigen emittances from the voltage
in the last TDC at the Twiss parameters values of βx,y = 59 m and αx,y = 2.1. The dotted
vertical line demonstrates the optimal voltage when the minimum of the transverse emittance
is reached, which happens when the longitudinal regular and eigen emittances match.

suppress the residual linear correlations between transverse and longitudinal phase spaces at

the exit of the beamline. This numerically derived dependence can be explained as follows.

The total energy spread is predominantly defined by the imposed chirp which quadratically

scales from the normalized deflection potential κ according to Eq. (3.14) and the transverse

cavity voltage V according to Eq. (3.12). Relative adjustment of the deflecting voltage in the

last cavity then scales as ∆V
V
∼ V 2 ∼ ∆γ

γ
. Therefore, the average shift of the bunch energy

is most likely due to the dominating second order effect defined by the matrix element T256,

while the longitudinal bunch size remains approximately invariant along the beamline.

3.5.3 Longitudinal space charge effects

In the next stage we investigate the impact of the LSC forces during propagation through

the beamline. Vacuum drifts were simulated using elegant subroutine, LSCDRIFT, which

assumes no beam pipe and ignores transverse fields as discussed in Section 1.2. Simulations

of the beam with 100 pC bunch charge, required for MaRIE, did not show any significant
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Figure 3.13: Phase spaces at the exit of the TDC-based chirper at 250 MeV for non-
linear single-particle dynamics at βx,y = 59 m and αx,y = 2.1 with the tuned voltage
(∆V=+26.5 kV) in the last TDC.

difference in the final transverse emittance (Table 3.2) or the shape of the transverse phase

space (x, x′). Moreover, the longitudinal phase space experiences unnoticeable changes at

this charge, which only become visible at 10 nC bunch charge in the form of the energy spread

wake along the bunch as demonstrated in Fig. 3.16. While the transverse space charge effects

can also become important for the 10 nC bunch charge, we omit it in our simulations. This

is because we predominantly discuss the TDC-based chirper beamline for 100 pC MaRIE
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Figure 3.14: Phase spaces at the exit of the TDC-based chirper at 250 MeV for nonlinear
single-particle dynamics with tuned voltage (∆V=+26.5 kV) in the last TDC for the new
optimal set of the input Twiss parameters βx,y = 150 m and αx,y = −1.3 .

bunch charge, where TSC effects are expected to be insignificant (see Section 1.2 for more

details).
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Figure 3.15: Transverse and longitudinal emittances and eigen emittances along the beamline
with the adjusted voltage in the last TDC at the new optimal Twiss parameters βx,y = 150 m
and αx,y = −1.3.

3.5.4 Nonlinear optics for correction of the longitudinal

emittance

The degradation of the transverse emittance εnx due to nonlinear effects was minimized

by suppressing residual transverse-longitudinal correlations and by adjusting the input Twiss

parameters reaching an acceptable emittance enlargement of 5% while imposing 6.7 MeV

correlated energy spread on the beam. The longitudinal emittance matched with its related

eigen emittance λ1 after tuning the voltage in the last cavity. Later, both quantities were
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Table 3.2: Emittance degradation in the 250 MeV chirper accounting for the LSC effects for
different bunch charges.

In Out
Bunch charge q [nC] 0 0.1 10 20
Emittance εnx [µm] 0.1 0.105 0.105 0.112 0.125
Emittance εnz [µm] 5.72 31.86 31.84 84.17 159.7

practically unaffected by adjustment of the Twiss parameters. The final λ1 = 31.86 µm is

roughly 5.5 times bigger than its initial value. According to Figure 3.15, it starts growing in

the second TDC but comes back close to its initial value. It significantly grows in the third

TDC and its subsequent drift, and then remains unchanged in the last cavity. Figure 3.17

demonstrates strong quadratic correlations between x′ and z′ in the middle of the beamline.

Since z′ is linearly correlated with z and x, similar quadratic correlations are present in

(x, x′) and (z, x′) phase spaces (Fig. 3.17). These correlations in (x, x′) phase space can

be suppressed by a sextupole19 (non zero T211), which would automatically correct the rest

of the quadratic nonlinearities in other phase spaces due to the present linear correlations

(Fig. 3.18). Using a sextupole20 with k = 4.5 m−3 will instantaneously decrease the trans-

verse eigen emittance λ2 (close to its minimum value) and increase the longitudinal eigen

emittance (Fig. 3.19 (a), (b)). The last value will be increased even more in upstream cavity

than without a sextupole. This suggest that the sextupole strength should be adjusted to

compensate for the enlargement of the eigen emittance λ1 in upstream cavity (third TDC).

The same approach can be repeated by using an additional sextupole between third and last

cavity to minimize λ1 and εnz at the exit of the beamline. One might also add an additional

sextupole between first and second TDCs in order to minimize λ1 at the exit of second cav-

19A sextupole is a nonlinear element in which the effective focal length is linearly changed across the
radius. Thus, it can be used directly for imposing/removing quadratic correlations in the transverse phase
space.

20The length of all sextupoles was chosen to be 0.1 m for simplicity and can be enlarged if required
geometric strengths are too extreme. Each sextupole was simulated in elegant as the SEXT element
implemented as a matrix to the 3rd order [38].



138

Figure 3.16: LSC effects on the final longitudinal phase space in the TDC-based chirper at
250 MeV for different bunch charges: (a) 0 pC; (b) 100 pC; (c) 10 nC and (d) 20 nC.

ity. The combination of three sextupoles, k1 = 5.6 m−3, k2 = −21.5 m−3, k3 = −22 m−3,

results in a final longitudinal emittance of 6.07 µm, which is only 6% bigger than its initial

value (Fig. 3.19 (c), (d)). The main problem of this approach is that inserting sextupoles

unavoidably change the transverse eigen emittance λ2 profile. This results in destroying the

almost ideal compensation of λ2 along the beamline demonstrated in Fig. 3.15 and the final

eigen emittance becomes approximately 15 times bigger than its initial value. This problem

can be partially mitigated by readjusting the input Twiss parameters, which has almost no

effect on the longitudinal emittance as was noted earlier21. The minimum of the transverse

emittance εnx = 0.174 is reached at βx = 589 m and αx = 35 and is 74% bigger than its

21This is most likely because the longitudinal emittance is much bigger than its transverse counterpart.
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Figure 3.17: Phase spaces in the middle of the TDC-based chirper at 250 MeV with tuned
voltage in the last TDC and Twiss parameters: βx = βy = 150 m and αx = αy = −1.3.

initial value while the longitudinal eigen emittance is unchanged relative to the previous

case (Fig. 3.19 (e, f)). This suggest that minimizing the longitudinal eigen emittance along

the beamline is not necessarily the most effective strategy for simultaneous compensation of

both transverse and longitudinal emittances and their related eigen emittances. The opti-

mal strategy is most likely adjusting the sextupoles in such a way that λ2 remains as small

as possible at the exit of the beamline while the final λ1 is minimized after each iteration.

However, even this method does not guarantee that degradation of both emittances can
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Figure 3.18: Phase spaces in the middle of the TDC-based chirper at 250 MeV after the
sextupole with k1 = 4.5 m−3. The voltage in the last TDC is up-shifted and the input Twiss
parameters are βx = βy = 150 m and αx = αy = −1.3.

be completely suppressed, as we will demonstrate in the next section regarding a 1 GeV

TDC-based chirper.
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Figure 3.19: Transverse and longitudinal eigen emittances along the beamline: (a,b) one
sextupole k1 = 4.5 m−3 adjusted to suppress quadratic correlations in (z′, x′), (x, x′) and
(z, x′) phase spaces in the middle of the beamline; (b,c) three sextupoles k1 = 5.6 m−3,
k2 = −21.5 m−3 and k3 = −22 m−3 adjusted to minimize the longitudinal eigen emittance
with the previously optimized Twiss parameters βx,y = 150 m and αx,y = −1.3; (e,f) the same
sextupole configuration with re-optimized Twiss parameters βx,y = 589 m and αx,y = 35.
The black lines mark the actual positions of the sextupoles within the beamline.
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3.6 Chirper at 1 GeV beam energy

After demonstration of the TDC-based chirper scheme at 250 MeV beam energy fitting

within two cryomodules, we turn our attention to the chirper design at 1 GeV using similar

deflecting cavities. Imposing the same correlated energy spread on the beam at four times

higher energy (1 GeV vs. 250 MeV) will result in approximately four times smaller total

normalized energy spread22. As a result, nonlinear effects associated with large normalized

energy spread should become much smaller, and possibly would not require any compensa-

tion/optimization of the transverse emittance degradation. Moreover, demonstrating a good

performance of the scheme at larger energy (1 GeV) will allow the choice of whether it is

convenient to impose the chirp at lower beam energy (250 MeV) and further accelerate the

beam or, conversely, impose the chirp on the previously accelerated beam right before the

chicane. This is in regards to the minimization of the LSC-induced microbunch instabili-

ties in the bunch compressor combined from such a chirper and a chicane23. We consider

this discussion beyond the scope of this work since it requires further detailed theoretical

and simulation studies. In comparison with the 250 MeV design, the TDC-based chirper at

1 GeV is twice as long and fits in four cryomodules instead of two (Fig. 3.2). In addition,

this scheme requires more RF power which results in longer sections of the deflecting cavities

with the same deflecting voltage as was chosen for the 250 MeV design (See Table 3.1 for

more details).

The observed enlargement of transverse emittances in the 1 GeV chirper scheme is very

small. For example, for the imposed correlated energy spread of 8 MeV and the input Twiss

22Indeed, the total energy spread is dominated by the correlated energy spread which is still much larger
than the uncorrelated energy spread

23The most convenient TDC based chirper location can be, in principle, at any point along the accelerator
beamline between 250 MeV or 1 GeV. These borders are defined by the current locations of two chicanes of
the first and second BCs according to the conceptual MaRIE beamline design [58]
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parameters βx = 175 m and αx = 0.3, the scheme demonstrates less than 2% enlargement of

εnx , while the changes are completely negligible for εny (< 0.02%). The performed simulations

account for the longitudinal space charge effects in drifts for a 100 pC bunch charge, which

does not impose any visible effects on the beam dynamics at this charge and will therefore be

neglected in further simulations of this section. The dependences of the final emittances from

the applied chirp, which can be controlled by adjusting the voltage in all deflecting cavities

simultaneously, are plotted in Fig. 3.20. It is clear that only the longitudinal emittance

experiences significant degradation, resulting in a roughly 2.25-fold increase of εnz for the

imposed correlated energy spread of 8 MeV and approximately 25% enlargement of εnz for

the correlated energy spread of 5 MeV.

Figure 3.20: Normalized emittances at the exit of the TDC-based chirper at 1 GeV in
respect to the applied chirp. The upper horizontal axes relate the imposed chirp to the final
correlated energy spread of the beam.

We analyze the degradation of the longitudinal emittance by tracking change in the

emittances and their related eigen emittances along the beamline (Fig. 3.21). The evolution

of the beam parameters along the beamline is presented in Fig. 3.22. The dependences are

similar to the 250 MeV chirper, with the exception that the longitudinal beam size remains

completely invariant along the beamline. The phase spaces on the exit of the beamline are
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Figure 3.21: Transverse and longitudinal emittances and eigen emittances along the beamline
of the TDC-based chirper at 1 GeV for the input Twiss parameters βx = βy = 175 m and
αx = αy = 0.3.

demonstrated in Figure 3.23. The slight bend in the longitudinal phase space explains the

enlargement of the longitudinal emittance.

The imposed chirp at 1 GeV energy results in a larger normalized energy spread and

smaller longitudinal emittance degradation, which is almost negligible for the transverse

phase space but still significant for the longitudinal phase space, especially for a large chirp.

Next, we demonstrate that the longitudinal emittance degradation can be minimized with

sextupoles, at the price of a relatively small enlargement of the transverse emittances. We

add three sextupoles to compensate for the eigen emittance λ1 associated to the longitudinal

phase space. In particular, we insert one sextupole in between of each two TDCs as was
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Figure 3.22: Beam parameters at a distance s along the beamline for the optimized Twiss
parameters βx = βy = 175 m and αx = αy = 0.3: (a) σx and σy; (b) σz; (c) the total energy
spread; (d) the energy chirp. The ordinate s = 0 m corresponds to the entrance of the
beamline.

previously accomplished for 250 MeV scheme. Similarly, we tune the first sextupole to

minimize λ1 at the end of the second cavity. This step and the sextupole (k1 = 0.2 m−3)

itself can be omitted, since λ1 is very close to its initial value. We then adjust the second

sextupole to minimize “longitudinal” eigen emittance in the end of the third cavity. Then, we

adjust the third sextupole to optimize λ1 on the exit of the beamline. The geometric strengths

of the three sextupoles are correspondingly k1 = 0 m−3, k2 = −2.5 m−3 and k3 = −12 m−3.

On the final step we slightly adjust the input Twiss parameters in order to compensate for

the transverse emittance degradation. These actions result in εnx = λ2 = 0.11 µm and
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Figure 3.23: Phase spaces at the exit of the TDC-based chirper at 1 GeV with the nonlinear
dynamics accounting for the LSC at q=100 pC, βx = βy = 175 m and αx = αy = 0.3.

εnz = λ1 = 5.75 µm, while their initial values were respectively 0.10 µm and 5.72 µm. Thus,

the enlargement of the the transverse emittance εnx is 10%, while the enlargement of the

longitudinal emittance is approximately 0.5%. The evolution of the normalized emittances

and eigen emittances along the beamline, presented in Fig. 3.24, demonstrates that both

emittances, εnx and εny , and their related eigen emittances, λ2 and λ1, come close to their

initial values. The evolution of the beam parameters along the scheme is presented in

Fig. 3.25. As is clearly seen in Figure 3.26, there are some remaining correlations between
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Figure 3.24: Transverse and longitudinal emittances and eigen emittances along the beamline
of the TDC-based chirper at 1 GeV with sextupoles (k1 = 0 m−3, k2 = −2.5 m−3, k3 =
−12 m−3) tuned to preserve the longitudinal phase space. Twiss parameters are βx = βy =
1472.5 m and αx = αy = 40.

transverse and longitudinal phase spaces at the exit of the beamline. This explains the small

degradation of the transverse emittance εnx and its related eigen emittance λ2.

Adjusting two sextupoles (the second and the third, while the first one is turned off) in

such a way that λ2 remains the same at the exit of the beamline (close to its initial value)

and λ1 get reduced on each step results in geometric strength values of the sextupoles of

k1 = 0 m−3, k2 = −4.5 m−3, and k3 = 18 m−3. The following optimization of the input

Twiss parameters suggests to choose βx = βy = 100 m and αx = αy = 0.6. These actions

result in similar enlargements of the transverse emittance: 7% vs. 10% previously, while
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Figure 3.25: Beam parameters: (a) σx and σy; (b) σz; (c) the total energy spread; (d)
the energy chirp, at a distance s along the beamline of the TDC-based chirper at 1 GeV
with sextupoles k1 = 0 m−3, k2 = −2.5 m−3, and k3 = −12 m−3 tuned to preserve the
quality of the longitudinal phase space. The Twiss parameters are βx = βy = 1472.5 m and
αx = αy = 40.

the longitudinal emittance enlargement is approximately 39%, which is significantly greater

than before. This strategy allows us to choose an acceptable level of the transverse emittance

enlargement and minimizing the longitudinal emittance until this boundary limit is reached.

The simultaneous optimization of the transverse and longitudinal emittances is a complex

problem which most likely can be accomplished as a multi-dimensional optimization over

the 2-dimensional space of the input Twiss parameters and an additional 3(5)-dimensional

space of parameters of three sextupoles24. This problem can be most likely solved by the

24An additional two sextupoles can be added. Moreover, adding several octupoles might be useful as well.
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Extremum Seeking algorithm introduced in the previous Chapter (see Section 2.5 for details),

however we leave this approach beyond the scope of this dissertation.

Summarizing Sections 3.5-3.6, we presented two efficient TDC-based chiper designs at

250 MeV and 1 GeV beam energy. The first design imposes a large total energy spread on the

beam, which results in the degradation of both transverse and longitudinal phase space due

to strong nonlinear effects. This can be compensated by suppressing linear correlations by

tuning the voltage in the last TDC and by adjustment of the input Twiss parameters. The

enlargement of the longitudinal phase space can be compensated using sextupoles, which,

however, unavoidably leads to the degradation of the transverse phase space demonstrating

the emittance enlargement of 74%. By contrast, the scheme at 1 GeV beam energy imposes

approximately the same correlated energy spread but less normalized energy spread, which

results in smaller nonlinear effects. In particular, the transverse emittance degradation is

practically negligible, and the longitudinal emittance enlargement is much smaller. Moreover,

it can be completely compensated for with the incorporation of sextupoles, at the cost of

a small transverse emittance degradation (∼ 10%). Despite the obvious benefits of the

chirping beamline at 1 GeV, the main disadvantage that it is roughly four times longer, and

requires larger-length deflecting cavities, and consequently more RF power to drive them.

Finally, the flexibility of the TDC-based chirper to be realized at different beam energies

and its good performance proves the feasibility of the proposed scheme. This also suggests

that such a beamline can be applied for practically all existing and planned to be built

accelerators where it is required to impose a large correlated energy spread on the beam

instead of the conventional off-crest acceleration, which is comparatively useful in terms of

RF power consumption and ultimately taxpayer money.
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Figure 3.26: Phase spaces at the exit of the TDC-based chirper at 1 GeV with sextupoles
tuned to preserve the longitudinal phase space. The simulations use nonlinear dynamics
accounting for the LSC at q=100 pC and input Twiss parameters βx = βy = 1472.5 m and
αx = αy = 40.



151

3.7 Dechirper design using transverse deflecting cavities

3.7.1 Linear design

A dechirper, which is an element of a beamline imposing a negative chirp on the beam

(or removing the previously imposed chirp), is represented by the matrix in Eq. (3.1) with

R65 > 0. The TDC-based chirper scheme described by the matrix in Eq. (3.14) has R65 =

−2
3
κ2(3D + 2Lc), which quadratically depends on the cavity strength, thus it cannot be

switched simply by changing the voltage on it to the opposite sign. Rather, it linearly depends

on the drift size between the cavities, and hence the sign can be flipped by substituting regular

drifts with negative drifts. The matrix of the overall scheme suggests that if |D| > 2
3
Lc and

D < 0, the R65 matrix element will becomes positive. In practice, the gaps between the

cavities will add up to the cavity length and have to be accounted for. As we discussed in

Chapter 2, a negative drift can be constructed as a combination of focusing and defocussing

quadrupole magnets separated by drifts25. Therefore, the earlier proposed scheme of the

TDC-based chirper can be modified to the TDC-based dechirper by simply inserting several

quadrupole magnets in the drift section. The concept of the transverse-longitudinal mixing

is conserved and the energy chirp is still mostly imposed in the middle cavity, with the only

exception being sign. Such a scheme can significantly reduce the length of the beamline in

comparison to the currently required off-crest acceleration. This would also allow placement

of the bunch compressor and following TDC-based dechirper at the highest beam energy26

right in front of an undulator (if it is convenient). In the next section we discuss the design

25We refer to Section 2.3 for details and formulas.
26In principal, it can be placed at any appropriate location along the accelerator.
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of the prototype which we are planing to construct and test at the MaRIE injector test stand

at LANL.

3.7.2 Dechirper design for the MaRIE Injector test stand

The design described in this section was designed to be tested at MITS at a 250 MeV

beam energy as a proof of work of the TDC-based dechirper concept [112]. The dechirper

fits inside a single standard International Linear Collider (ILC) cryomodule [113]. The su-

perconducting magnets with reasonable peak gradient are inserted in the scheme to provide

negative drifting as shown in Fig. 3.27. The beam parameters and the parameters of the

Q1 Q1 Q1 Q1

Q2

Q3

Q2 Q2 Q2

Q3

Figure 3.27: The layout of TDC-based dechirper inside the cryomodule for MITS. Each
13-cell cavity is represented by a yellow rectangle with a red border, while the focusing and
defocussing quadrupoles in respect to the (x, x′) phase space are represented respectively by
the blue and red ovals. The large blue rectangular contour with smoothed corners represents
the cryomodule boundary.

beam elements are listed in Table 3.3. Since the beam in the injector test stand is designed to

have a negligible correlated energy spread, beam simulations of the scheme were performed

in the approximation of the input beam with a zero chirp. This results in a negative energy

chirp imposed on the beam. The LSC effects are almost negligible at the designed bunch

charge of 100 pC. The longitudinal emittance on the exit of the beamline is 6.02 µm for a

0 pC bunch charge and 6.08 µm for a 100 pC bunch, while its value on the entrance of the
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Table 3.3: Parameters of the TDC-based dechirper beamline for MITS

Electron beam
Beam energy 250 MeV
Bunch charge 100 pC
Bunch length (rms) 90 µm
Uncorrelated energy spread (rms) 32.5 keV
Transverse normalized emittances εnx,y 0.1 µm
Longitudinal normalized emittance εnz 5.72 µm
Beamline components
Total number of cryomodules 1
Total number of 13-cell cavities 8
Total number of quads 10
Cavity frequency 3.9 GHz
Effective RF length/cavity 0.5 m
Deflecting voltage/cavity 2.5 MeV
TDC length Lc 0.66 m
Effective RF length 0.5 m
TDC strength κ 26.8 m−1

Quadrupole length Lq 5 cm
Quadrupole 1 geometric strength 23.8 m−2

Quadrupole 2 geometric strength -28.4 m−2

Quadrupole 3 geometric strength 65.3 m−2

Minimum correlated energy spread, γmc2R65σz -600 KeV

beamline is 5.72 µm. A small longitudinal27 energy spread wake along the bunch appears

on the exit of the beamline for the bunch charge of 1 nC (Figure 3.28). The longitudinal

wake becomes larger and dominates the shape of the longitudinal phase space of the beam

for 10 nC bunch charge. Further, we present the simulations results for nonlinear particle

dynamics accounting for the LSC effects at a 100 pC bunch charge. The observed final trans-

verse emittances εnx,y were found to be respectively 16.45% and 16.44% larger than the input

emittance (εnx,y = 0.1 µm) for the applied negative correlated energy spread of -600 keV28

27Transverse space charge effects might be also critical for 1 nC and higher bunch charges and have to be
accounted for in simulations if one is interested in applying the scheme to a beam with such a large bunch
charge.

28This is the minimum possible value achieved in this scheme for the maximum voltage of 2.5 MV in all
13-cell cavities
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Figure 3.28: Longitudinal phase spaces on the exit of the TDC-based dechirper for MITS for
the nonlinear particle dynamics accounting for the LSC effects for different bunch charges:
(a) 0 pC; (b) 100 pC; (c) 1 nC; (d) 10 nC. The beam has zero chirp on the entrance of the
beamline, and gains a negative chirp in the dechirper.

and the input Twiss parameters βx,y = 4.16 m and αx,y = −1. The beam dynamics becomes

effectively coupled29 between two transverse phase spaces due to quadrupoles which focus the

beam in one direction (x) and defocus it in another direction (y). The nonlinear effects in the

quadrupole magnets results in enlarging of the eigen emittances λ2 and λ3 (corresponding to

transverse emittances) along the beamline as demonstrated in Fig. 3.29. Interestingly, these

eigen emittances become the same value in the second-to-last quadrupole. Thus, λ2 becomes

29There is no actual coupling between the coordinates of (x, x′) and (y, y′) phase spaces in the approx-
imation of the linear dynamics. However, a small coupling can be present through the second and higher
orders: x(y2), x(y′2), etc.
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associated with εny and λ3 is associated with εnz at the end of the beamline30. Figure 3.30

Figure 3.29: Evolution of the normalized emittances (a,b) and related to them eigen emit-
tances (c,d) at a distance s along the beamline of the TDC-based dechirper at 250 MeV.
The ordinate s = 0 m corresponds to the entrance of the beamline. The Twiss parameters
are βx,y = 4.16 m and αx,y = −1.

represents the evolution of the beam parameters along the beamline. There are some re-

maining quadratic correlations between the coordinates of the transverse and longitudinal

phase spaces at the exit of the beamline as demonstrated in Figure 3.31. These correlations

explain the degradation of the transverse emittance. Both can be reduced by adjusting the

input Twiss parameters of the beam. In contrast to the chirper beamline, the adjustment

of the Twiss parameters βx and αx should be done separately from their counterparts cor-

30This is because eigen emittances are typically ordered according to their magnitudes, chosen to be from
the largest to smallest in the scope of this dissertation.



156

Figure 3.30: Beam parameters: (a) σx and σy; (b) σz; (c) the total energy spread; (d) the
energy chirp, at a distance s along the beamline of the TDC-based dechirper at 250 MeV. The
ordinate s = 0 m corresponds to the entrance of the beamline. The input Twiss parameters
are βx,y = 4.2 m and αx,y = −1.

responding to (y, y′) phase space for the dechirper beamline. This is because the nonlinear

dynamics in two transverse phase spaces are effectively coupled in the quadrupoles magnets

as mentioned above. The optimization results in final transverse emittances εnx = 0.1029 µm

and εny = 0.1003 µm, and a final longitudinal emittance εnz = 6.08 µm for the optimal values

of the input Twiss parameters βx = 28.8 m βy = 9.8 m, αx = −7, and αy = 1. The evolution

of the normalized emittances and their related eigen emittances along the beamline with

these optimal values are presented in Fig. 3.32. Respectively, Figure 3.33 demonstrates the

evolution of the beam parameters along the beamline. In particular, the transverse bunch
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Figure 3.31: Phase spaces at the exit of the TDC-based dechirper for MITS. Simulations
account for nonlinear dynamics with LSC-effects at a 100 pC bunch charge. The beam has
zero chirp on the entrance of the beamline.

size σx becomes smaller at the end of the beamline, the transverse bunch size σy is sym-

metrical along the beamline, while the total energy spread and the chirp remain identical

to the previous case, as expected. The quadratic correlations between the coordinates of

the transverse and longitudinal phase spaces on the exit of the beamline become smaller as

demonstrated in Figure 3.34 in comparison to the previous case (Fig. 3.31). Despite their

presence, we do not find a critical necessity of including nonlinear beam optics for practical

applications of the scheme. This is because the degradation of the transverse emittances due
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Figure 3.32: Evolution of the normalized emittances (a,b) and related to them eigen emit-
tances (c,d) at a distance s along the beamline of the TDC-based dechirper at 250 MeV for
the optimal Twiss parameters βx = 28.8 m βy = 9.8 m, αx = −7, and αy = 1.

to nonlinear effects is almost completely compensated for by adjustment of the Twiss param-

eters. However, a compensation of the chromatic aberrations with nonlinear optics can still

be tested in the scheme at MITS by adjusting the input Twiss parameters from their optimal

value31 and compensating for the appearing nonlinear effects32 with sextupoles, octupoles,

etc.

31This adjustment should be made to the point where the enlargement of emittances is detectable with
available diagnostics.

32Additional nonlinear effects can appear from the real configuration of the electromagnetic fields in
transverse deflecting cavities.
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Figure 3.33: Beam parameters: (a) σx and σy; (b) σz; (c) the total energy spread; (d) the
energy chirp, at a distance s along the beamline of the TDC-based dechirper at 250 MeV.
The ordinate s = 0 m corresponds to the entrance of the beamline. The Twiss parameters
are βx = 28.8 m βy = 9.8 m, αx = −7, and αy = 1..

3.7.3 Dechirper design for the MaRIE linac at 1 GeV

Now that a concept for the TDC-based dechirper for MITS has been demonstrated, we

turn our attention to the design of the dechirper for the MaRIE linac in this section. The

overall design fits in six cryomodules and is demonstrated in Fig. 3.35. The parameters of

the beamline elements are listed in Table 3.4. Identical negative drifts are implemented in

second and fourth cryomodules. Each of them is constructed from five quadrupole magnets

separated by drifts. The beam parameters are also listed in Table 3.4 and account for the
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Figure 3.34: Phase spaces at the exit of the TDC-based dechirper with optimized input
Twiss parameters for MITS.

compression in the preceding chicane (m ≈ 23.1) resulting in 750 keV rms energy spread

at 1 GeV beam energy and 3.9 µm rms longitudinal bunch length. The longitudinal space

charge effects are expected to be more significant in this scheme because of the very short

bunch. In addition, a chirp (up to 5.2 MeV) was applied to the beam at the entrance of the

scheme to simulate the beam coming out of the chicane. Moreover, this chirp was varied in

respect to the strength of the TDC-based dechirper beamline. The strength was changed by
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Figure 3.35: The layout of TDC-based dechirper at 1 GeV fitting inside of six cryomodules
for MaRIE. The cryomodules one, two, three and six contain a single TDC beamline each.
The TDCs are combined from sixteen 13-cell cavities. Each 13-cell cavity is represented
by a yellow rectangle with a red border. The TDCs are shifted towards each other in
cryomodules three (CRM-1’) and four (CRM-1”) to keep the same gap between 13-cell
cavities. The cryomodules two and five contain the negative drift beamlines combined from
focusing (blue) and defocussing (red) quadrupoles in respect to the (x, x′) phase space.

adjusting the voltage in deflecting cavities (all at the same time) for the sake of the simulation

studies of the performance of the scheme and the degradation of the beam quality.

Optimization of the Twiss parameters, directed to minimize transverse final emittances,

resulted in εnx = 0.126 µm, εny = 0.103 µm and εnz = 7.24 µm for input values of βx = 95 m,

βy = 56 m, αx = −3.1, and αy = 2.0 while accounting for the LSC effects for a 100 pC bunch

charge. In the approximation of the nonlinear single-particle dynamics (0 pC bunch charge)

transverse emittances remain almost the same: εnx = 0.127 µm, εny = 0.101 µm, while the

longitudinal emittance becomes less, εnz = 6.54 µm. This fact validates that the LSC effects

have to be accounted for during the optimization of this scheme. The longitudinal phase

space at the exit of the dechirper beamline accounting for the LSC effects for different bunch

charges are demonstrated in Fig 3.36. The second order nonlinearities define the shape of

the longitudinal phase space at a 0 pC bunch charge, while the major part of the initial

chirp was removed. The shape of the phase space starts changing at 40 pC (εnz = 6.59 µm).
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Table 3.4: Parameters of the TDC-based dechirper beamline at 1 GeV for MaRIE

Electron beam
Beam energy 1 GeV
Bunch charge 100 pC
Bunch length (rms) 3.9 µm
Uncorrelated energy spread (rms) 750.0 keV
Transverse normalized emittances εnx,y 0.1 µm
Longitudinal normalized emittance εnz 5.72 µm
Beamline components
Total number of cryomodules 6
Number of 13-cell cavities per TDC 16
Total number of 13-cell cavities 64
Total number of quads 10
Cavity frequency 3.9 GHz
Effective RF length per cavity 0.5 m
Deflecting voltage per cavity 2.5 MeV
TDC length Lc 0.66 m
Effective RF length 0.5 m
TDC strength κ 26.8 m−1

Quadrupole length Lq 5 cm
Quadrupole 1 geometric strength 2.2 m−2

Quadrupole 2 geometric strength -5.0 m−2

Quadrupole 3 geometric strength 16.5 m−2

Sextupole geometric strength (optional element) 35.5 m−3

Maximum removed correlated energy spread, γmc2R65σz 5.2 MeV

The changes become clearly visible at 100 pC (the bunch charge of the MaRIE beam).

Finally, the longitudinal wake dominates the shape of the beam in (z, z′) phase space at a

1 nC bunch charge resulting in the strongly enlarged longitudinal emittance εnz = 35.4 µm

at the exit of the beamline. Further, we analyze the degradation of the transverse and

longitudinal emittances and their related eigen emittances along the beamline (Fig. 3.37).

Eigen emittances, λ1 and λ2 increased in the final quadrupole of the first negative drift

section. The related to (x, x′) phase space λ2 descends back in upstream elements of the

beamline, demonstrating the concept of self-compensation of the nonlinear effects in the

scheme. In contrast, the “longitudinal” eigen emittance λ1 experiences further enlargement
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Figure 3.36: Longitudinal phase spaces at the exit of the TDC-based dechirper at 1 GeV
for MaRIE for the nonlinear dynamics accounting for the LSC effects for different bunch
charges: (a) 0 pC; (b) 40 pC; (c) 100 pC; (d) 1 nC. The beam has a chirp at the entrance of
the beamline, which is removed in the dechirper.

predominantly due to strong LSC effects. Figure 3.38 demonstrates the evolution of the

beam parameters along the beamline. In particular, transverse bunch sizes σx,y become

larger at the end of the beamline, while the bunch length σz slightly decreased. The total

energy spread and the chirp experience major changes in the middle TDCs as expected. The

latter appears to be negative at the end of the beamline due to the energy-spread wake along

the bunch as a result of the LSC effects.

Adding a sextupole (k1 = 35.5 m−3) in the middle of the scheme between third and

fourth cryomodules can significantly minimize the degradation of the longitudinal emittance

resulting in εnz = 5.88 µm at the exit of the beamline. It also slightly improves the quality
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of the beam in (x, x′) phase space resulting in εnx = 0.122 µm. However, both results are

provided in the approximation of the nonlinear single-particle dynamics (q = 0 pC). Indeed,

the LSC effects for a 100 pC bunch immediately reduce those improvements resulting in

the final transverse and longitudinal emittances: εnx = 0.124 µm and εnz = 6.92 µm. The

evolution of eigen emittances for 0 pC and 100 pC bunch charges are compared in Fig. 3.39.

The subplots (b) and (d) of this figure clearly demonstrate that, in the absence of the LSC

effects, eigen emittance λ1, corresponding to the longitudinal dynamics, remains almost

unchanged after it was compensated by the sextupole in the middle of the scheme. The

sextupole position is marked with a black line in the scheme. Eigen emittances λ2 andλ3

associated with the transverse dynamics are slightly affected by the LSC effects, and only

in the second negative drift section (Fig. 3.39 (a) and (c)). The phase spaces at the exit of

the beamline are demonstrated in Fig. 3.40 for the nonlinear single-particle dynamics and

for the nonlinear dynamics with LSC effects for a 100 pC bunch charge in Fig. 3.41 for

comparison. Further optimization, aimed to compensate for the impact of the LSC effects

on the longitudinal dynamics by inserting additional sextupoles along the beamline, did not

bring about any significant improvement in minimization of the longitudinal emittance.

The initial chirp value of 5.2 MeV was selected so that it can be exactly compensated

for by the TDC-based dechirper with 2.5 MV voltage in each cavity in the approximation

of the linear single-particle dynamics. Next, we investigate how the residual chirp depends

on the input chirp for the nonlinear single-particle dynamics and additionally accounting for

the LSC effects, while the input chirp was matched by adjusting voltages in the TDCs in the

approximation of the linear single-particle dynamics (Fig. 3.42). Subplot (a) clarifies that

nonlinear effects result in a very small effective reduction of the scheme performance, since

the beam still has a slight positive chirp at the exit of the beamline. In contrast, subplot

(b) demonstrates that the LSC effects result in the presence of a negative chirp which can

be compensated for by slightly reducing voltages in all cavities at the same time for the
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given initial chirp. The dependences of the final longitudinal and transverse emittances

from the initial chirp are demonstrated in Fig. 3.43 in the approximation of the nonlinear

single-particle dynamics on the left and for the nonlinear dynamics accounting for the LSC

effects (q = 100 pC) on the right. Finally, we turn our attention to the small residual

linear correlations between the coordinates of the transverse (x, x′) and longitudinal phase

spaces which can be adjusted by tuning the voltage in the last TDC, similar to what was

accomplished for the 250 MeV chirper scheme. We emphasize that this adjustment is opposite

to the previous case. Indeed, the voltage in the last cavity must be reduced as demonstrated

in Fig. 3.44 (a-d). The voltages needed to reach the minimum of the transverse emittance

are identical for both cases as clearly seen in the subplots (a) and (c), but should be slightly

different in order to match the values of the longitudinal emittance and its associated eigen

emittance as demonstrated in the subplots (b) and (d).

3.7.4 Summary

In this chapter we demonstrated the novel scheme (the TDC-based chirper) for imposing

a linear energy chirp on an electron bunch using a combination of transverse deflecting

cavities separated by drifts. Then, we modified the scheme with quadrupole magnets (the

TDC-based dechirper) to impose a negative chirp (for MITS) or remove a positive chirp from

the bunch (for MaRIE at 1 GeV). In particular, two chirper designs, located at 250 MeV and

1 GeV beam energy, were constructed to impose the correlated energy spread on the beam

before the chicane of the second MaRIE bunch compressor. Both schemes effectively work

while preserving the beam quality and causing insignificant emittance growth in transverse

directions. Compensation of the higher-order effects was required in the scheme at 250 MeV

because of the large total energy spread. This was successfully accomplished by two methods:
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adjusting the voltage in the last TDC and tuning of the input Twiss parameters. The former

was aimed to suppress residual linear correlations between the coordinates of the transverse

(x, x′) and longitudinal phase spaces. The latter was dedicated to find the appropriate

transverse beam profile along the beamline so that the nonlinear effects in different elements

would cancel each other and minimize the final transverse emittances. The minimization

of the longitudinal emittance degradation in this scheme was accomplished by inserting

nonlinear beam optics elements (sextupoles), and was done at the cost of sacrificing the

transverse beam quality and significant enlargement of the corresponding emittance εnx . By

contrast, this approach allowed compensation of the transverse and longitudinal emittances

at the same time in the chirper beamline at 1 GeV beam energy. This is because the total

energy spread at 1 GeV is approximately four times smaller for the same imposed correlated

energy spread (the absolute value in MeV) than at 250 MeV resulting in less impact of the

nonlinear effects. The better quality of the beam achieved in the chirper at 1 GeV requires

a longer length of RF structures, and the total length of the scheme is doubled.

In addition, two designs of the dechirper beamline were presented at 250 MeV and 1 GeV

beam energy for respectively the MaRIE injector test stand and the MaRIE linac. The

first beamline was designed to prove the concept on the small scale at MITS, while the

second beamline was developed for the actual MaRIE parameters and upon success can be

integrated in the linac beamline to substitute the off-crest acceleration after the chicane of the

second bunch compressor. The simulation studies of the dechirper at 250 MeV demonstrated

that the Twiss parameters corresponding to (x, x′) and (y, y′) phase spaces should be

tuned independently since the beam dynamics are effectively coupled through the quadrupole

magnets. Suppression of the emittance degradation (caused by the nonlinear effects) was

accomplished by adjusting the input Twiss parameters and did not require any nonlinear

optics in the scheme. By contrast, the enlargement of emittances due to the second order

effects were still significant at the optimal Twiss parameters in the dechirper at 1 GeV in
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the approximation of the single-particle dynamics. Moreover, the LSC effects additionally

caused a degradation of the beam quality in the longitudinal phase space. Their impact

becomes significant already at a 100 pC bunch charge because of the short bunch length of

3.9 µm which is roughly 23 times smaller than in the previous schemes. The degradation of

emittances due to the nonlinear effects in the scheme were minimized by adding a sextupole

in the middle of the scheme. These improvements are significant in the approximation of the

single-particle dynamics. However, they are practically “washed out” by the LSC effects.

Both schemes, the TDC-based chirper and the TDC-based dechirper, have similar op-

erating principles, where an energy chirp is imposed/removed predominantly in the middle

TDC, while the rest of the beamline elements are used to provide with the necessary cor-

relations between the beam parameters before the middle TDC and remove them after it.

The nonlinear effects, caused by the enlarged total energy spread due to the large imposed

chirp in both schemes, can be optimized by varying the input Twiss parameters of the beam

and by implementing nonlinear optics if required. Moreover, the residual linear correlations

between the coordinates of the transverse and longitudinal phase spaces might be present if

a very large chirp is imposed. This happens because the nonlinear effects shift the average

energy of the beam along the beamline, which makes otherwise identical TDCs have different

effective geometric strengths. This issue can be mitigated by slightly adjusting the voltage in

the last cavity for both schemes. Finally, based on the demonstrated results, we emphasize

that the proposed schemes are universal and can be realized for imposing/removing chirp

at different beam energies along the accelerator beamline, which allows more freedom on

the actual location of the chicane-based bunch compressor. Moreover, using the proposed

method instead of the conventional off-crest acceleration might reduce the cost of the ac-

tual accelerator beamline upon reaching an optimal balance between the length of the drift

sections and the length of the RF structures.
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Figure 3.37: Evolution of the normalized emittances (a,b) and related to them eigen emit-
tances (c,d) at a distance s along the beamline of the TDC-based dechirper at 1 GeV for
the optimal Twiss parameters βx = 95 m, βy = 56 m, αx = −3.1, and αy = 2. Each TDC,
comprised of sixteen 13-cell cavities, is represented by a yellow rectangle, while focusing and
defocussing quadrupoles in respect to (x, x′) phase space are marked by blue and red lines
respectively. The ordinate s = 0 m corresponds to the entrance of the beamline.
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Figure 3.38: Beam parameters: (a) σx and σy; (b) σz; (c) the total energy spread; (d) the
energy chirp, at a distance s along the beamline of the TDC-based dechirper at 1 GeV. Twiss
parameters are βx = 95 m, βy = 56 m, αx = −3.1, and αy = 2.0.
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Figure 3.39: Evolution of eigen emittances at a distance s along the beamline with a sextupole
(k1 = 35.5 m−3) added in the middle of the scheme (marked by a black line) for the different
bunch charges: (a,b) 0 pC; (c,d) 100 pC. The optimal Twiss parameters for this configuration
of the scheme are βx = 70.0 m, βy = 62.1 m, αx = −3.7, and αy = 1.6.
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Figure 3.40: Phase spaces at the exit of the TDC-based dechirper at 1 GeV with the sextupole
k1 = 35.5 m−3 in the middle of the scheme and the optimized input Twiss parameters
βx = 70.0 m, βy = 62.1 m, αx = −3.7, and αy = 1.6 in the approximation of the nonlinear
single-particle dynamics.
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Figure 3.41: Phase spaces at the exit of the TDC-based dechirper at 1 GeV with the sextupole
(k1 = 35.5 m−3) in the middle of the scheme with the optimized input Twiss parameters
βx = 70.0 m, βy = 62.1 m, αx = −3.7, and αy = 1.6 in the approximation of the nonlinear
dynamics with the LSC effects (q=100 pC).
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Figure 3.42: Dependence of the output energy spread of the beam from the input energy
spread in the TDC-based dechirper at 1 GeV with the sextupole k1 = 35.5 m−3 in the
middle of the scheme. The case without the LSC effects is presented on the left and the case
accounting for the LSC effects (q=100 pC) is on the right. The upper horizontal axes relate
the initial chirp to the initial correlated energy spread of the beam. The right vertical axes
relate the final chirp to the final correlated energy spread.
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Figure 3.43: Dependence of the final emittances from the initial chirp in the TDC-based
dechirper for the nonlinear single particle dynamics on the left and for the nonlinear dynamics
with LSC effects (q = 100 pC) on the right. The upper horizontal axes relate the initial chirp
to the initial correlated energy spread of the beam. The voltage in all TDCs was adjusted
to exactly compensate for the initial chirp in the approximation of the linear single-particle
dynamics.
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Figure 3.44: Dependence of the final emittances and their related eigen emittances from the
voltage in the last TDC for the nonlinear single particle dynamics on the top and the for
nonlinear dynamics with LSC effects (q = 100 pC) on the bottom. The dotted vertical lines
demonstrate the optimal voltage minimizing the transverse emittance for both cases.



CHAPTER 4

6D PHOTON PHASE SPACE OF AN ICS SOURCE USING

THE WIGNER FUNCTION APPROACH

The brightness of inverse Compton scattering (ICS) sources is limited by the electron

beam quality since electrons traveling at different angles and/or having different energies,

produce photons with different energies. Thus, the spectral brightness of the source is defined

by the shape and size of 6D electron phase space, as well as parameters of the incoming laser

pulse. The peak brightness of the ICS source can be maximized then if the electron phase

space is transformed in a way so that all electrons scatter off the X-ray photons of same

frequency in the same direction. However, the existing theoretical models of ICS are not

able to quantitatively estimate this effect. Indeed, a typical approach simply assumes that

the electron beam has no correlations in phase space. To cover this gap, we demonstrate

how an ICS problem can be solved in 6D for an arbitrary-shaped electron beam using the

Wigner function formalism. In this approach, a Wigner function characterizes the produced

radiation in 6-dimensional phase space of corresponding photons. We discuss an optimal

shape of the phase-space distribution of the electron beam maximizing the peak brightness

of an ICS source. We also speculate how such an optimal distribution of the electron beam

can be constructed from the initially uncorrelated beam using the available arsenal of the

beam optics elements: bends, drifts, etc. Furthermore, we demonstrate that the derived

result can be inverted. A 6-dimensional electron phase space in the Gaussian approximation

can be analytically expressed as a function of a 6-dimensional photon distribution (also

considered in a Gaussian form). This result opens up a unique path towards a complete non-
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invasive 6-dimensional diagnostics of electron beams in accelerators. The 6D phase space

of an electron beam can be reconstructed by analyzing the radiation naturally produced in

bending magnets and undulators. Alternatively, it can be accomplished by shining the laser

beam on the electron bunch in the accelerator (in order to initiate the ICS process) and by

analyzing the produced radiation on the up-shifted frequency. The results of this chapter

are summarized in [114].

4.1 The Wigner function formalism and brightness

A light source can be described by its brightness, the 4D photon distribution function,

and a media where the emitted radiation propagates according to Kim [70–72]. Such a

description is not complete because the 4D photon distribution function can also vary in the

frequency- and time-domain. The formalism can be partially extended by introducing the

spectral brightness, which is equal to the flux of photons per unit area per solid angle per unit

bandwidth interval. This still does not cover the time dependence of the produced radiation.

More important, the conventional definitions of brightness and spectral brightness do not

account for possible correlations in the 6D photon phase space. For instance, the photon

arrival time at the observer location or/and its frequency (energy) can be correlated to the

direction from which it was emitted at the source. Going into more details, the additional

correlations of those with the actual positions within the observer’s detector may exist1.

Since X-ray light sources, such as an FEL or an ICS source, do not perform in a continuous

mode, the brightness formalism should be further extended.

The complete description can be achieved by incorporating a canonically conjugated

variables, frequency (or energy E = ~ω) of the photon and the time at which it was emitted

1Different photons arrive at the distinct locations within the observer’s detector (assumed to be of the
finite size) since they were initially emitted in the various direction by the individual electrons.
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at the source (or arrival time at the observer location), to the conventional 4D transverse

phase space2. This results in the 6-dimensional photon phase space of the emitted (observed)

radiation with all possible correlations between the coordinates which can only exist for FEL

or ICS sources. Accordingly, the maximum of the distribution defines the peak brightness

of the light source.

We introduce a 6D Wigner function (WF), an auto-correlation function of the electric

field of a radiation, in order to characterize the distribution of the photons in phase space,

based of the Quantum Mechanical Wigner function proposed by E. Wigner in 1932 [68]:

W6d(r,kw; t) = W0 ·
∫ ∞
−∞

Erad

(
r +

ξ

2
; t

)
E∗rad

(
r − ξ

2
; t

)
eikwξd3ξ . (4.1)

The coefficient in front of the integral can be introduced as following:

W0 =
ε0
~ω0

, (4.2)

where ε0 is the permittivity of vacuum, ~ is the reduced Planck constant and ω0 is the average

frequency of radiation. Thus, the Wigner function in this configuration defines the number of

emitted photons3. The 6-dimensional WF is the extension of its 4-dimensional counterpart

introduced for describing the transverse brightness of a light source by Kim [70–72]. We

emphasize that in the above definition t is the evolution variable, while z− coordinate and

kwz−component of a wave-vector are canonically conjugated variables of the longitudinal

photon phase space. The alternative description relies on the variables t and ω, while the

coordinate along the direction towards observer becomes the evolution variable. The last

choice of coordinates is similar to the description of an electron beam propagation in an

2The medias considered here do not change the frequency of photons upon their propagation.
3The energy density in 3D space is ∼ ε0E

2. Correspondingly, if one omits the average photon energy,
~ω0, in coefficient W0 the Wigner function will characterize the energy of radiation.
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accelerator and, thus, can be convenient for an ICS problem. However, the first coordinate

system provides with one evolution variable for all possible observer locations, and hence is

more appropriate here.

There are multiple distinct electrons in the bunch interacting with the incoming electro-

magnetic field of a laser in an ICS source. Each of them starts oscillating in the laser field

and emits synchrotron radiation. A direct way to find the Wigner function of the source

is to calculate the total field emitted by all electrons in the bunch. This can be found as

a superposition of the fields emitted by each individual electron. One can obtain then the

WF for the total emitted field. This approach seems quite complicated due to the quadratic

form of the WF. Unlike in FELs, in which electrons self-bunch at the wavelength of the pro-

duced radiation and emit coherently, electrons in an ICS source, are randomly distributed

along the bunch and emit radiations with random phases, e.g. different electrons radiate

incoherently4. Consequently, the total Wigner function (TWF) of the radiation emitted by

the electron bunch can be found as the direct sum of the Wigner functions characterizing

radiation emitted by each individual electron. We will further refer the WF of a radiation

produced by an individual electron as the single-electron Wigner function (SWF).

4.2 Radiation emitted by a moving electron

Radiation produced by a charged particle moving along the trajectory r(t′) can be found

in the far-field approximation [43,71]:

E =
e

c2R

[
n ×

[
n × d2r[t′(t)]

dt2

]]
, (4.3)

4This is the main reason why the typical brightness of an ICS source is dramatically smaller than of an
FEL.
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where R is the distance to an observer from the origin of the lab frame, n = R/R is the unit

vector pointing in the direction to the observer, e is the particle charge, c is the speed of light

in vacuum, t′ is the emitted (retarded) time, and t is the observer (advanced) time. The

time variables t and t′ are related through the geometric length between the points where

the radiation was emitted and where it was detected as following:

t = t′ +
1

c

√
(R− r(t′))2 . (4.4)

Electron trajectory in the field of a plane electromagnetic wave can be found analytically

in the approximation of a small wave amplitude: a0 = eE0

mcωlas
� 1. Then, one can find the

radiation emitted by a particle moving on the known trajectory using Eq. (4.3). Most of the

ICS power is emitted along with the relativistic beam. The radiation is well-collimated and

can be detected by an observer located in the far zone slightly off the z−axis (x/z ∼ y/z � 1)

in the form of a spherical wave:

Erad = αsE0e
−iq(k)r+iq(k)t , (4.5)

where k is the wave-vector of the incoming radiation and the counterpart of the emitted

radiation is:

q(k) = q(k)n =
k − β0k

1− β0n
n . (4.6)

The introduced dimensionless coefficient is defined as following:

αs =
1

2γ5
0

e2

Rmc2
, (4.7)
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and characterizes the ratio between the incoming and scattered radiation. Finding the

radiation field allows to find the corresponding Wigner function from Eq. (4.1) as will be

demonstrated in the next section.

4.3 The single-electron Wigner function: simple approximations

4.3.1 The continuous plane wave approximation

There are different approaches how to find the single-electron Wigner function in the

process of interaction with the incoming laser pulse. The simplest one is approximating the

laser field as a continuous homogeneous plane wave (E0e
iωlas(z/c+t)) for which the radiation

emitted by a single electron was found in the previous section. Using the result of Eq. (4.5),

one can immediately derive the SWF in Eq. (4.1):

W1e = W0

∫ ∞
−∞

Erad(r +
ξ

2
; t)E∗rad(r −

ξ

2
; t)eikwξd3ξ

= W0(αsE0)2

∫ ∞
−∞

e−iq(k)(r+ ξ
2

)+iq(k)ct
(
e−iq(k)(r− ξ

2
)+iq(k)ct

)∗
eikwξd3ξ

= W0(αsE0)2

∫ ∞
−∞

ei(kw−q(k))ξd3ξ

= W0(2π)3(αsE0)2δ(kw − q(k)) ,

(4.8)

where W c
1 = (2π)3α2

sE
2
0W0, n = r/r is the unit vector pointing from the initial electron

location to the observer location, and kw is the Wigner function wave-vector introduced in
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Eq. (4.1). One can also rewrite the δ−function of the vector argument in Eq. (4.8) as a

multiplication product of the δ−functions of each component of the vector5:

W1e = W c
1 δ

(
nx
nz
kwz − kwx

)
δ

(
ny
nz
kwz − kwy

)
δ
(
kwz − nz

wrad
c

)
, (4.9)

This demonstrates the directional dependence of the Wigner function caused by the direct

propagation of photons in a free space6. The derived SWF is time-independent which is

straight-forward to understand. An electron would continuously emit photons during the

interaction with a continuous plane-wave in the approximation that its energy does not

dissipate7 if a0 � 1.

4.3.2 The time-limited plane wave approximation

The time-limited plane wave is more realistic approximation of the laser pulse better

describing the ICS process. We consider a laser pulse with a large number of oscillations:

Tp � 2π
ωlas

. Under this assumption, the radiation is emitted within the pulse duration (Tp).

However, observer detects shorter radiation pulse Trad = Tp
2γ2 at the up-shifted frequency.

Considering a Gaussian profile of the laser pulse ∼ e
− (z/c+t)2

2T2
p , one can find the radiation

emitted by an individual electron:

Erad = αsE0e
− (r−ct)2

2σ2
r e−iq(k)r+iq(k)ct , (4.10)

5This result can be derived directly from the second from last line in Eq. (4.8) by using multiplicative
identity property of the exponential function and integrating individually over each component ξi for i =
x, y, z.

6The photon wave-vector at the observer location is aligned with the direction in which it was emitted in
a free space. Adding X-ray optics can change the direction.

7This approximation is unrealistic, because eventually all electron energy will be emitted with radiation.
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where the radiation vector is:

q(−klẑ) = q(−klẑ)n =
1 + βz

1− β0n
kl n . (4.11)

The space-time interval and the duration of the incoming/emitted radiation pulse are related

according to the following expressions:

(z + ct)kl = (r − ct)q(−klẑ) , (4.12)

(z + ct)

cTp
=

(r − ct)
σr

, (4.13)

σr = cTp
kl

q(−klẑ)
. (4.14)

One can immediately obtain the corresponding Wigner function in Eq. (4.1):

W1e = W0

∫ ∞
−∞

Erad(r +
ξ

2
; t)E∗rad(r −

ξ

2
; t)eikwξd3ξ

= W0(αsE0)2e
− (r−ct)2

σ2
r

∫ ∞
−∞

e
− (ξn)2

4σ2
r e−iq(k)(r+ ξ

2
)+iq(k)ct ·

(
e−iq(k)(r− ξ

2
)+iq(k)ct

)∗
eikwξd3ξ

= W0(αsE0)2e
− (r−ct)2

σ2
r

∫ ∞
−∞

e
− (ξn)2

4σ2
r ei(kw−q(k))ξd3ξ ,

(4.15)

Using the following approximation:

ξ · n = ξxnx + ξyny + ξznz ≈ ξznz, nz � nx,y , (4.16)
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one can evaluate the integral in Eq. (4.15):

W1e = W0(2π)2(αsE0)2δ (kwx − q(k)nx) δ
(
kwy − q(k)ny

)
e
− (r−ct)2

σ2
r ·

·
∫ ∞
−∞

e
− ξ

2
znz

2

4σ2
r ei(kWz−q(k)nz)ξzdξz =

= W08π5/2(αsE0)2σr
nz
δ (kwx − q(k)nx) δ

(
kwy − q(k)ny

)
e
− (r−ct)2

σ2
r e−(

kWz
nz
−q(k))2σ2

r .

(4.17)

where we arguments of the δ−functions are different in comparison to Eq. (4.9). This,

however is the result of the “poor” approximation in Eq. (4.17). Perhaps, the 3D integral in

Eq. (4.15) can be evaluated analytically using a few permutations:

W1e = W0(αsE0)2e
− (r−ct)2

σ2
r ·

·
∫ ∞
−∞

∫ ∞
−∞

ei(kWx−q(k)nx)ξxei(kWy−q(k)ny)ξy

(∫ ∞
−∞

e
− (ξznz+ξxnx+ξyny)2

4σ2
r ei(kWz−q(k)nz)ξzdξz

)
dξxdξy

= W02
√
π(αsE0)2σr

nz
e
− (r−ct)2

σ2
r e−(

kWz
nz
−q(k))2σ2

r ·

·
∫ ∞
−∞

∫ ∞
−∞

ei(kWx−q(k)nx)ξxei(kWy−q(k)ny)ξye−i(kWz−q(k)nz)(nxnz ξx+
ny
nz
ξy)dξxdξy

=
2
√
πW0σrα

2
sE

2
0

nz
e
− (r−ct)2

σ2
r e−(

kWz
nz
−q(k))2σ2

r

∫ ∞
−∞

ei(kWx−kWz
nx
nz

)ξxdξx

∫ ∞
−∞

ei(kWy−kWz
nx
nz

)ξydξy

=
W08π5/2σrα

2
sE

2
0

nz
e
− (r−ct)2

σ2
r e−(

kWz
nz
−q(k))2σ2

rδ

(
nx
nz
kwz − kwx

)
δ

(
ny
nz
kwz − kwy

)
.

(4.18)

By introducing a coefficient W1 = 8π5/2(αsE0)2 σr
nz
W0 we can rewrite the result in terms of

the incoming pulse duration Tp as following:

W1e = W1δ

(
nx
nz
kwz − kwx

)
δ

(
ny
nz
kwz − kwy

)
e
−(r−ct)2

c2T2
rad e−(

kwz
nz

c−wrad)2T 2
rad . (4.19)

The derived Wigner function is time-limited as expected. Furthermore, it has a finite band-

width ∼ 1/Trad. The arguments of the δ−functions are exactly matching with those derived
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in the continuous plane-wave approximation in Eq. (4.9). We check the accuracy of the latest

derivations by considering the infinite pulse duration: Trad →∞. It is convenient to use the

following definition of the Dirac δ−function:

δ(x) = lim
δx→0

{
1√
πδx

e−( x
δx

)
2
}

. (4.20)

One can immediately find for the interval corresponding to the frequency of the produced

radiation:

lim
Trad→∞

{
e−(

kwz
nz

c−wrad)2T 2
rad

}
=
√
π
nz
cTrad

δ
(
kwz − nz

wrad
c

)
, (4.21)

while the space-time Gaussian distribution becomes uniform:

lim
Trad−→∞

e
−(r−ct)2

c2T2
rad = 1 . (4.22)

By combining the corresponding coefficients one can match the amplitudes of the Wigner

function in Equations (4.9 and 4.19):

W ′
1 = W1 ·

√
π
nz
cTrad

= 8π5/2α2
sE

2
0

cTrad
nz

W0 ·
√
π
nz
cTrad

= (2π)3α2
sE

2
0W0 = W c

1 , (4.23)

validating the results of the time-limited approximation.

Ultra short laser pulses focused to very small sizes (∼ λlas) are often considered in ICS

sources in order to reach large field intensities and high peak brightness of the emitted radia-

tion. In this configuration, approximation of a homogeneous plane wave has to be validated

for different pulse configurations. Adding space limitations on the plane wave in the trans-

verse directions is a common approach aimed to resolve the issue. In this approximation the

beam interacts with the incoming radiation only within the pulse area, where the approxi-

mation of the homogeneous (or time-limited) plane wave is considered. This model requires
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validation for the case when the laser pulse is focused to a size comparable with the diffrac-

tion limit: σr ∼ λlas. In the next section, we evaluate the WF of a single electron interacting

with a realistic laser pulse and explore different regimes of scattering corresponding to differ-

ent ratios between the transverse and longitudinal pulse sizes. We find the regime in which

the time-limited plane wave approximation discussed here becomes a valid approximation.

4.4 The single-electron Wigner function: arbitrary laser pulse

An arbitrary laser pulse can be presented as a direct sum of plane waves (e.g. modes)

propagating in different directions. This is valid due to the linear property of the Maxwell

equations for the electromagnetic fields. In such a model the overall motion of a single

electron can be considered as a virtual superposition of individual motions in which it in-

dependently interacts with each distinct mode of the laser pulse. During each interaction

the electron emits slightly different photons on the up-shifted frequency. Such a radiation

field has to be summed coherently to find the overall radiation emitted by the single particle.

The corresponding single-electron Wigner function of the total field can be then immediately

found using Eq. (4.1).

4.4.1 Total emitted radiation as a superposition of single modes

Upcoming laser field can be presented as a continuous superposition of plane waves

without any limitations:

Elas(r; t) =
κ

(2π)3/2

∫
E0(k)eiω(k)t−ikrd3k , (4.24)
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where ω(k) =
√
k2c = kc is the dispersion relation in vacuum, and κ is a coefficient

introduced to preserve the dimension of the electric field for each individual mode, e.g.

[Elas] = [E0]. This coefficient can be found directly for a given laser profile using the corre-

sponding Fourier transform equations8:

g(k) =
1

(2π)n/2

∫
f(r)eikrdnr ,

f(r) =
1

(2π)n/2

∫
g(k)e−ikrdnk .

(4.25)

An electron interacts with a plane wave E0(k)eiw(k)t−ikr from Eq. (4.24) and emits radiation

Erad[E0(k)] which can be evaluated using Eq. (4.5). One can immediately find the total field

generated by the single electron as a continuous superposition of the individual modes:

Erad1e(r; t) =
κ

(2π)3/2

∫
Erad[E0(k), r, t]d3k . (4.26)

8Note that functions g(k) and f(r) are of the different dimension in these equations.
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4.4.2 The single-electron Wigner function

Using Equations (4.5-4.7 and 4.26) one can rewrite the corresponding Wigner function

in Eq. (4.1) as a 9-dimensional integral:

W6d = W0

∫ ∞
−∞

Erad(r +
ξ

2
; t)E∗rad(r −

ξ

2
; t)eikwξd3ξ

= W0

∫ ∞
−∞

κ2

(2π)3

∫
Erad[E0(k), r +

ξ

2
, t]d3k

(∫
Erad[E0(k′), r − ξ

2
, t]d3k′

)∗
eikwξd3ξ

= W1

∫ ∞
−∞

∫
E0(k)e−iq(k)(r+ ξ

2
)+iq(k)ctd3k

(∫
E0(k′)e−iq(k′)(r− ξ

2
)+iq(k′)ctd3k′

)∗
eikwξd3ξ

= W1

∫ ∫
E0(k)E0(k′)e−i(q(k)−q(k′))(r−ct)

(∫ ∞
−∞

e−i(
q(k)+q(k′)

2
−kw)ξd3ξ

)
d3kd3k′ ,

(4.27)

where W1 = κ2α2
s

(2π)3W0. Integral over ξ can be immediately evaluated resulting in:

W6d(r,kw) = W2

∫ ∫
E0(k)E0(k′)e−i(q(k)−q(k′))(r−ct)δ

(
q(k) + q(k′)

2
− kw

)
d3kd3k′ .

(4.28)

where W2 = W0α
2
sκ

2. This Wigner function represented in the 6-dimensional integral form

characterizes the radiation emitted by a single electron during the interaction with an ar-

bitrary laser pulse. The derived result is symmetric over k and k′ which is due to the

initial symmetry of the Wigner function in Eq. (4.1) in respect to the electric field and the

complex conjugated counterpart. Similarly to Eq. (4.9), we present the δ−function of a

vector argument as a multiplication product of scalar components. While the argument of

the δ−function is a 3-dimensional vector, it depends on vectors k and k′, over which the
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integral in Eq. (4.28) is evaluated, only as a scalar product (see Eq. (4.6) for details). For

q(k) = q(k)n the 3-dimensional δ−function can be represented as following:

δ

(
q(k) + q(k′)

2
− kw

)
= δ

(
q(k) + q(k′)

2
nz − kwz

)
δ

(
kwz
nz

nx − kwx
)
δ

(
kwz
nz

ny − kwy
)

,

(4.29)

where the sifting property of the delta-function f(x)δ(x− a) = f(a)δ(x− a) was used. The

corresponding Wigner function in Eq. (4.28) becomes:

W6d(r,kw) = W2δ(
nx
nz
kwz − kwx)δ(

ny
nz
kwz − kwy)·

·
∫ ∫

E0(k)E0(k′)e−i(q(k)−q(k′))(r−ct)δ

(
q(k) + q(k′)

2
nz − kwz

)
d3kd3k′ . (4.30)

One can notice the same directional dependence of the transverse component of the Wigner

function in Eq. (4.30) with the results found for the continuous (4.9) and time-limited (4.19)

plane wave approximations. As discussed in Sec. 4.3.1, a photon in a free space travels along a

straight line. Thus, an observer will detect photons with wave-vector kw aligned with vector

n pointing from the electron position to the observer location. The electron interacting with

distinct plane waves of the incoming laser field is considered to be in the same location in

space9. Consequently, it generates unidirectional photons towards the observer, while the

spectrum of the produced radiation and the time-of-arrival may change which is described

by the integral part in Eq. (4.30) representing the longitudinal component of the Wigner

9We assume that the observer location also remains invariant.
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function. Furthermore, this longitudinal component can be represented as a 1-dimensional

Wigner function:

Wz =

∫ ∫
E0(k)E0(k′)e−i(q(k)−q(k′))(r−ct)δ

(
q(k) + q(k′)

2
nz − kwz

)
d3kd3k′

=
2

nz

∫
E0(k′)e

−2i
(
kwz
nz
−q(k′)

)
(r−ct)

(∫
E0(k)δ

(
q(k) + q(k′)− 2kwz

nz

)
d3k

)
d3k′

=
2

nz

∫
E0(k′)e

−2i
(
kwz
nz
−q(k′)

)
(r−ct)

I1(q0(k′))d3k′ ,

(4.31)

where new notations were introduced:

q0(k′) =
2kwz
nz
− q(k′) , (4.32)

I1(q0) =

∫
E0(k)δ (q(k)− q0) d3k . (4.33)

One may notice that the term accompanying the electric field in Eq. (4.31):

g = e
−2i

(
kwz
nz
−q(k′)

)
(r−ct)

I1(q0(k′)) = e
−2i

(
q0(k′)− kwz

nz
)
)

(r−ct)
I1(q0(k′)) = g(q0(k′)) , (4.34)



191

is invariant on the 2D surface q0(k′) = const. Using this observation, one can represent the

longitudinal component as a Wigner function of I1

(
kwz
nz

)
:

Wz =
2

nz

∫
E0(k′)g(q0(k′))d3k′

=
2

nz

∫
E0(k′)

(∫ +∞

−∞
g(q′0)δ (q′0 − q0(k′)) dq′0

)
d3k′

=
2

nz

∫ +∞

−∞
g(q′0)

(∫
E0(k′)δ (q′0 − q0(k′)) d3k′

)
dq′0

=
2

nz

∫ +∞

−∞
g(q′0)

(∫
E0(k′)δ

(
q(k′)− 2kwz

nz
+ q′0

)
d3k′

)
dq′0

=
2

nz

∫ +∞

−∞
g(q′0)I1

(
2kwz
nz
− q′0

)
dq′0

=
2

nz

∫ +∞

−∞
e
−2i

(
q′0−

kwz
nz

)
(r−ct)

I1(q′0)I1

(
2kwz
nz
− q′0

)
dq′0

=
2

nz

∫ +∞

−∞
e−i2ψ

′(r−ct)I1

(
kwz
nz

+ ψ′
)
I1

(
kwz
nz
− ψ′

)
dψ′

=
1

nz

∫ +∞

−∞
e−iψ(r−ct)I1

(
kwz
nz

+
ψ

2

)
I1

(
kwz
nz
− ψ

2

)
dψ .

(4.35)

For the inverse Compton scattering radiation10 q(k) ≥ 0 according to Eq. (4.6). This suggests

that q0 ≥ 0 in Eq. (4.33), otherwise I1 = 0 (see Eq. (4.32) for details). Consequently, the

integration over ψ from the infinite interval can be substituted by the integration over finite

interval [−2kwz
nz

; 2kwz
nz

]. It is convenient to move the k−independent part of q(k) = k−βk
1−βn out

of the integral:

I1(q0) = (1− βn)

∫
R3

E0(k)δ (k − βk − k0(q0)) d3k , (4.36)

10The formalism described in this section up to now was not limited to the ICS process, i.e. the Wigner
function corresponding to dipole radiation of a charged particle in an external electric field can be calculated
using Eq. (4.35), etc.
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where k0(q0) = q0(1 − βn). According to the coarea formula from the geometric measure

theory, the integral with a δ−function over an n−dimensional volume can be found as an

integral over the corresponding (n− 1)−dimensional surface:

∫
f(r n)δ(g(r n))dnr =

∫
f(r n)

|∇g(r n)|
dn−1σ , (4.37)

where ∀r ∈ σ : g(r) = 0. Argument of the δ−function in I1:

k − βk = k0 , (4.38)

represents an elliptical surface11 with an axis of symmetry along the vector of the normalized

electron velocity β. It is convenient to align the z-axis of the spherical coordinates system

with β and further simplify the equation of that elliptical surface:

k(1− β cos θ) = k0 , (4.39)

where one of the focuses is placed at the origin of the coordinate system. Summarizing this

section, one would have to evaluate I1 as an integral of the specific laser profile E0(k) over

the ellipsoid surface in k−space, then calculate the longitudinal component of the WF in

Eq. (4.35) using derived function I1 and finally obtain the Wigner function in Eq. (4.30)

representing the radiation generated by a single electron while interacting with an arbitrary

laser pulse.

11Generally, the surface described by this equation can also represent the hyperboloid. Since β < 1 for
any electron it is strictly elliptical.
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4.5 The Gaussian approximation of the laser pulse

In principal, one can numerically calculate the single-electron Wigner function for an

arbitrary laser pulse using using Eq. (4.30). However, an analytical solution for the cor-

responding Wigner function is of the big interest since the final goal is to find the WF

characterizing radiation from an arbitrary shaped in 6D electron bunch. The later is de-

scribed in accelerators as a 6D Gaussian distribution characterized by the Σ−matrix, matrix

of the second order momentums, as discussed in Chapter 1. Following this approach, we

aim to find an analytical solution for the SWF for the incoming laser pulse in the Gaussian

approximation at t = 0:

Elas(r; 0) = E0e
− x2

2σ2
x
− y2

2σ2
y
− z2

2σ2
z eiklasz . (4.40)

The expression for each mode (plane wave) of the laser pulse can be found using the Fourier

transform in Eq. (4.25):

κE0(k) =
1

(2π)3/2

∫
E0e

− x2

2σ2
x
− y2

2σ2
y
− z2

2σ2
z eiklaszeikrd3r

= E0σxσyσze
− k

2
xσ

2
x

2
−
k2
yσ

2
y

2
−

(kz+kzlas
)2σ2

z
2

= κE0e
− k

2
xσ

2
x

2
−
k2
yσ

2
y

2
−

(kz+kzlas
)2σ2

z
2 ,

(4.41)

where the amplitude of the electric field of each mode is:

E0(k) = E0e
− k

2
xσ

2
x

2
−
k2
yσ

2
y

2
− (kz+klas)2σ2

z
2 , (4.42)
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and the introduced coefficient κ = σxσyσz. Next, we evaluate the integral part of the

expression in Eq. (4.36):

I ′1(q0) =

∫
E0(k)δ (k − βk − k0(q0)) d3k , (4.43)

in different approximations. The integrand expression in Eq. (4.43) reaches the maximum

on the elliptical surface in the point (k = − k0
1+β

, θ = 0). Integration over the elliptical

surface can be substituted by integration over a plane12 tangent to the surface in that point,

if σx,y → +∞:

I ′1 = G−1E0e
−( k0

1+βz
−klas)

2 σ2
z
2

∫
R2

e−
k2
xσ

2
x

2
−
k2
yσ

2
y

2 dkxdky =
2π

σxσy
G−1E0e

−( k0
1+βz

−klas)
2 σ2
z
2 , (4.44)

where G = 1 + βz and k0 = q0(1− βn). Respectively, the expression in Eq. (4.36) becomes:

I1(q0) = (1− βn)
2π

σxσy(1 + βz)
E0e

−
(
q0(1−βn)

1+βz
−klas

)2 σ2
z
2 , (4.45)

and one can evaluate the longitudinal component of the Wigner function in Eq. (4.35):

Wz =
1

nz

(
(1− βn)

2π

σxσy(1 + βz)
E0

)2

·

·
∫ +∞

−∞
e−iξ(r−ct)e

−
(

( kwznz +
ξ
2)(1−βn)

1+βz
−klas

)2

e
−
(

( kwznz −
ξ
2)(1−βn)

1+βz
−klas

)2

dψ

=
1

nz

(
(1− βn)

2π

σxσy(1 + βz)
E0

)2
2π1/2(1 + βz)

σz(1− βn)
e
− (r−ct)2

(σz 1−βn
1+βz )

2

e
−
(
klas

1+βz
1−βn−

kwz
nz

)2

(σz 1−βn
1+βz

)
2

=
1

nz
(1− βn)

8π5/2

(σxσy)2σz(1 + βz)
E2

0e
− (r−ct)2

(σz 1−βn
1+βz )

2

e
−
(
klas

1+βz
1−βn−

kwz
nz

)2

(σz 1−βn
1+βz

)
2

.

(4.46)

12Hint to match the coefficients with the result derived for the time-limited plane wave approximation in
Eq. (4.19) is to correctly calculate the gradient in Eq. (4.37).
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The overall single-electron Wigner function in Eq. (4.30) can be immediately found:

W6d(r,kw) = W2δ

(
nx
nz
kwz − kwx

)
δ

(
ny
nz
kwz − kwy

)
·

· 1

nz
(1− βn)

8π5/2

(σxσy)2σz(1 + βz)
E2

0e
− (r−ct)2

(σz 1−βn
1+βz )

2

e
−
(
klas

1+βz
1−βn−

kwz
nz

)2

(σz 1−βn
1+βz

)
2

=
W0

nz

(
σz

1− βn
1 + βz

)
8π5/2(αsE0)2·

· e
− (r−ct)2

(σz 1−βn
1+βz )

2

e
−
(
klas

1+βz
1−βn−

kwz
nz

)2

(σz 1−βn
1+βz

)
2

δ

(
nx
nz
kwz − kwx

)
δ

(
ny
nz
kwz − kwy

)
(4.47)

The derived result matches with one obtained for the time-limited plane wave approximation

in Eq. (4.19) validating both, the advanced formalism of this section and a simple assumption

of substituting the elliptical surface of integration with the plane13. We reported in [115] that

the radiation spectrum represented by the longitudinal component of the Wigner function

becomes blue-shifted if the incoming laser pulse is strongly focused: σx,y ∼ σz. This result

was derived by approximating the elliptical surface of integration g(k) = k−βk−k0 = 0 with

the tangent parabolic surface with the same radius of curvature in the point (k = − k0
1+β

, θ =

0), where the integrand expression reaches its maximum on the surface. Such an assumption

is more accurate than the previous one and legitimate if the integrand E0 (k) /|∇g| rapidly

descends away from that point on both surfaces. However, this approximation is valid only

if the integrand has a single maximum reached at that point. The detailed analysis showed

that the single extremum on the surface exists only in the regions: σx <
σz√
1+β

or σx > γσz.

Apparently14, the integral I ′1(q0) in Eq. (4.43) can be analytically evaluated for the Gaus-

sian laser profile without a surface simplification, perhaps, using its original δ−function nota-

13Integral over ψ was evaluated over the infinite interval rather than
[
− 2kwz

nz
,
2kwz
nz

]
because the elliptical

surface was substituted with the plane.
14Another surfaces of integration was considered, e.g. a cylindrically symmetrical conical surface, etc.
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tion. Several reasonable assumptions are required. We consider an electron bunch traveling

along the z− axis, which means βx,y � βz for each individual electron. Since the effects of

the electron velocity distribution15 on the wave vector of the emitted radiation q(k) are much

more significant in the denominator 1−βini than in the numerator k−βik, we approximate

the last one as k − βik ' k − βkz where β = βẑ to simplify integration. Under the listed

assumptions the integral in Eq. (4.43) can be analytically evaluated (in terms of the special

functions) for the axially-symmetrical Gaussian laser pulse, e.g. σx = σy:

I ′1(q0) =

∫
E0e

−
(k2
x+k2

y)σ2
x

2
− (kz+klas)2σ2

z
2 δ (k − βkz − k0(q0)) d3k

= E0

∫ 2π

0

∫ π

0

∫ +∞

0

e−
k2σ2

x sin2 θ

2
− (k cos θ+klas)2σ2

z
2 · δ (k − βk cos θ − k0) k2dk sin θdθdφ

=
2πE0

β

∫ 0

π

∫ +∞

0

e−
k2 sin2 θσ2

x
2

− (k cos θ+klas)2σ2
z

2 δ

(
cos θ − 1− k0/k

β

)
kdkd cos θ

=
2πE0

β

∫ +∞

0

∫ 1

−1

e−
k2(1−t2)σ2

x
2

− (kt+klas)2σ2
z

2 δ

(
t− 1− k0/k

β

)
dtkdk{∫ x2

x1

δ(x− a)f(x) = f(a), ∀a ∈ [x1, x2], otherwise 0

}
{
∀k0 ≥ 0,

1− k0/k

β
∈ [−1; 1]→ k ∈ [

k0

1 + β
;
k0

1− β
]

}
=

2πE0

β

∫ k0
1−β

k0
1+β

e
−
(
k2−( k−k0

β )
2)σ2

x
2
−( k−k0

β
+klas)

2 σ2
z
2 kdk

=
2πE0

β

∫ k2

k1

eak
2+2bk+ckdk ,

(4.48)

where the borders of integration are:

k1 =
k0

1 + β
, (4.49)

k2 =
k0

1− β
, (4.50)

15Index i represents a specific electron in the bunch.



197

and the introduced coefficients of the integrand are defined as following:

a =
σ2
x(1− β2)− σ2

z

2β2
, (4.51)

b =
k0(σ2

z − σ2
x)

2β2
− klasσ

2
z

2β
, (4.52)

c =
k0σ

2
x

2β2
− σ2

z(klasβ − k0)2

2β2
. (4.53)

(4.54)

Depending on the sign of a the integral can be expressed in terms of the Gauss error functions:

Erf and Erfi. Thus, for the beam with σx > γσz → a > 0 we find:

I ′′1 =

∫ k2

k1

eak
2+2bk+ckdk

=
e−

b2

a
+c

2a3/2

(√
a

(
e

(b+ak2)2

a − e
(b+ak1)2

a

)
+
√
π

(
Erfi

(
b+ ak1√

a

)
− Erfi

(
b+ ak2√

a

)))
.

(4.55)

For the special case σx = γσz, the answer can be found as a limit of the expression derived

in Eq. (4.55) or by direct integration of the expression in Eq. (4.48) directly putting a = 0:

I ′′1 =

(
−1 + 2bk1

4b2

)
ec+2bk1 +

(
1− 2bk2

4b2

)
ec+2bk2 . (4.56)
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For σx < γσz or a < 0 the answer can be expressed in terms of Erf. By using the sifting

property Erfi(ix) = iErf(x) in Eq. (4.55), one can immediately find:

I ′′1 =

∫ k2

k1

eak
2+2bk+ckdk

= e−
b2

a
+c


(
e

(b+ak2)2

a − e
(b+ak1)2

a

)
2a

+

√
−ab
√
π

2a2

(
Erf

(
b+ ak1√
−a

)
− Erf

(
b+ ak2√
−a

)) .

(4.57)

Using functions I1(q0) derived in Equations (4.55-4.57), one can find the corresponding lon-

gitudinal component of the Wigner function16 by numerically integrating17 the expression in

Eq. (4.35). The obtained result strongly depends on the parameters of the laser pulse and

can be classified into three separate regimes18.

For the weak focusing regime σx ≥ γσz, the numerically calculated Wigner function in

the positive part of the spectrum (kwz > 0) ideally matches with the Wigner function derived

in the time-limited plane wave approximation as demonstrated in Fig. 4.1. It is convenient

to work with dimensionless parameters. Parameters used in Fig. 4.1 and following figures in

this section are normalized according to the equations:

Wn =
Wz

W0α2
sE

2
0

, (4.58)

rn = (r − ct)klas , (4.59)

kn = kwz/klas , (4.60)

σxn, zn = klasσx,z . (4.61)

16Further in this section we will simply refer this as a Wigner function, since the transverse behavior is
straight-forward from the analytical expression of the corresponding part in Eq. (4.30).

17Several unsuccessful attempts to analytically evaluate the corresponding integral forced us to proceed
with a numerical solution.

18Numerical integration is realized using Mathematica [31].
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Figure 4.1: The numerically calculated Wigner function (solid-green) and its time-limited
plane wave approximation (dashed-brown) at rn = 0: for the weak focusing regime (σx >
γσz) on the top and for the special case, σx = γσz, on the bottom. The chosen values of the
Lorentz factor (γ) respectively correspond to the electron energies of 3.5 MeV, 35 MeV and
350 MeV.

Normalized sizes σxn and σzn represent a number of transverse and longitudinal oscillations

in the incoming laser pulse. Interestingly, looking on the left part of the spectrum one can

notice that the Wigner function becomes negative with an absolute minimum at kn = −1

or kwz = −klas (Fig. 4.2). Such a behavior of the derived Wigner function mathematically

demonstrates the “nature” of the ICS process during which the small part (∼ α2
s � 1) of

photons of the laser pulse are scattered back on the up-shifted frequency by the electron. The

frequency of the emitted radiation becomes larger for a faster traveling electron (Fig. 4.2).

A negative part of the Wigner function is similar for different electron velocities βc due
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Figure 4.2: The numerically calculated Wigner function at rn = 0 in the weak focusing
regime (σxn = 200 and σxz = 20) for different electron velocities βc represented by distinct
colors.

to normalization19 introduced in Eq. (4.58). The Wigner function characterizes photon

distribution in 6-dimensional phase space. Yet, the negative behavior of the derived Wigner

function should not be confusing. If one evaluates the Wigner function of total field, the

superposition of radiation field and field of the laser, then the negative part of the Wigner

function in the nearby region of kwz ∼ −klas will sum with the positive Wigner function

corresponding to the incoming laser pulse20 resulting in the overall positive Wigner function

∼ (1 − α2
s). The absolute maximum of the negative and positive parts of the spectrum

is reached at the same space-time interval quantity: r − ct = 0. This demonstrates the

causality in respect to an observer. Indeed, the observer with an appropriate measurement

device will detect the emitted radiation and the information about changes in the laser pulse

at the same time. If one consider using the negative part of the Wigner function derived

here to estimate the total loss of the incoming photons during scattering, he has to integrate

19The longitudinal part of the Wigner function depends on the electron energy through αs ∼ 1/γ5.
20The laser pulse travels in the opposite direction to the z−axis, which explains the negative sign of a

k−vector.
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the derived Wigner function for all possible observer locations within the solid angle ∼ 1
γ2

centered along the z-axis.

If laser pulse is focused tighter: σx < σz/
√

1 + β, which we refer here as the extreme

focusing regime, the radiation spectrum becomes “blue-shifted” in respect with the result

predicted by the time-limited plane wave approximation (Fig. 4.3). Focusing the laser pulse

more causes larger up-shift of the spectrum and eventually leads to the unsymmetrical shape

of the Wigner function in k-space. This result might by of the special interest for those who

consider running an ICS source in such a regime. Interestingly, Figure 4.3 justifies that the

time-limited approximation is legitimate for the special case of the strongly focused laser

pulse: σx = σz/
√

1 + β.

In the regime of a moderately focused laser pulse, σz/
√

1 + β < σx < γσz, the numerically

evaluated Wigner function demonstrates a “red shift” in respect with the result derived in

the time-limited plane-wave approximation for the laser pulse (Fig. 4.4). We were not able

to clarify where exactly in this regime the time-limited approximation stops working and

how this point depends on the electron energy and parameters of the laser pulse. This is

because the numerical routine realized in Mathematica has troubles evaluating the integral

for the fast oscillating functions in the integrand when σx ∼ γσz or σz/
√

1 + β < σx < γσz.

In particular, an estimated error exceeds the result. We are convinced, this is associated

with a lack of proper treatment for integration of such a function. Analyzing behavior of the

Wigner function and legitimacy of the time-limited plane-wave approximation in this regime

requires further analytical and numerical investigation. At this point we can guarantee a

proper work of the time-limited plane-wave approximation if σx ≥ γσz or σx = σz/
√

1 + β.

Assuming one of these conditions is satisfied, we use the analytical solution for the single-

electron Wigner function in Eq. (4.19) in the next section in order to find the corresponding

Wigner function of total radiation emitted by the electron bunch.
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Figure 4.3: The numerically calculated Wigner function (solid-green) versus its time-limited
plane-wave approximation (dashed-brown) in the extreme focusing regime for different pa-
rameters of the laser pulse.
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Figure 4.4: The numerically calculated normalized Wigner function (solid-green) versus its
time-limited plane-wave approximation (dashed-brown) in the moderate focusing regime for
different parameters of the laser pulse.
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4.6 The Wigner function of radiation emitted by the electron

bunch

The time-limited plane-wave approximation for the incoming laser pulse derived in Sec-

tion 4.3.2 is legitimate if σx ≥ γσz as was justified in the previous section. The corresponding

single-electron Wigner function in Eq. (4.19) can be rewritten as following:

W1e = W1 · δ
(
nx
nz
kwz − kwx

)
δ

(
ny
nz
kwz − kwy

)
e
−
(
r−ct
σrad

)2

e
−
(
kwz /nz−krad

σkrad

)2

, (4.62)

where krad =
kzlas (1+βz)

1−βn , σrad = σz(1−βn)
(1+βz)

, σkrad = 1
σrad

, and W1 = 8π5/2α2
sE

2
0
σrad
nz
W0. First, we

emphasize that n = r−re
|r−re| and β = ve

c
depend on the initial electron coordinates (re) and

velocities (ve) in the moment of interaction with a laser pulse. Consequently, each electron in

the bunch generates unique radiation characterized by the corresponding SWF. For the finite

amount of randomly distributed electrons in the bunch the total Wigner function (TWF)

can be found as a direct sum of SWFs from each electron. Since an electron bunch can be

approximated with a continuous distribution function as discussed in Chapter 1, the TWF

can be found in the form of the convolution theorem21.

The convolution theorem. Under an assumption that electrons in a bunch emit incoherent

radiation, the total Wigner function of radiation generated by this electron bunch can be

found as the convolution of the single-electron Wigner function with the distribution function

in 6D phase space (f(ζe)):

Wbeam =

∫
W1e(ζe, ζph)f(ζe)d

6ζe , (4.63)

21The theorem is presented here without proof.
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where the electron distribution function is normalized according to:

∫
f(ζe)d

6ζe = 1 . (4.64)

Typical electron bunches in accelerators are much smaller than characteristic scales of elec-

tromagnetic fields. That allows using linear approximation of fields resulting in matrix

formalism for electron dynamics in phase space, while the electron distribution function can

be approximated as a 6D Gauss (see Chapter 1 for more details):

f(ζe) =
√
π
−6√

det[Σ−1]e−ζe
TΣ−1ζe , (4.65)

where Σ−matrix is a 6-dimensional matrix of second order momenta: Σij = 〈ζ(i)
e ζ

(j)
e 〉 in

Eq. (1.42).

Fortunately, the expression in Eq. (4.62) can be presented in the similar matrix-form as

of the electron distribution function. First, each delta-function must be expressed using its

definition presented in Eq. (4.66). Second, 6-dimensional photon and electron coordinates are

considered in respect with a corresponding reference particle, in such a way that reference

photon is emitted by reference electron. Third, photon phase-space distribution is back-

propagated in free space from the observer location to the source, e.g. the location of

interaction of the electron bunch and the laser pulse. Finally, each bi-quadratic form of

the obtained functions is represented as a matrix multiplication. The following procedure is

described in great detail in the next subsection.
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4.6.1 Representing single-electron Wigner function in 6D form

One can represent each δ−function in Eq. (4.62) in the form of exponential function using

Eq. (4.66):

δ(x) = lim
δx→0

{
1√
πδx

e−( x
δx

)
2
}

. (4.66)

This allows to find SWF in an exponential form:

W1e =
W1

πδxδy
e
−
( nx
nz

kwz−kwx
δx

)2

e
−
(
ny
nz

kwz−kwy
δy

)2

e
−
(
r−ct
σrad

)2

e
−
(
kwz /nz−krad

σkrad

)2

. (4.67)

Different electrons emit distinct photons arriving at the observer location at particular time

from the certain angle. Since time (t) was chosen as an evolution variable for photon phase

space, one has to consider a finite size of a detector at the observer location, e.g. photons

emitted by different electrons arrive in distinct points: r = r0 + ∆r. Reference electron

located at the origin of the coordinate system at t = 0 emits reference photon. Such a photon

traveling with a speed of light arrives at the observer location (r0) at t =
√
x2

0 + y2
0 + z2

0/c.

One can rewrite the space-time interval in the following form:

r − ct =
√

(x0 + ∆x− xe)2 + (y0 + ∆y − ye)2 + (z0 + ∆z − ze)2 − c
√
x2

0 + y2
0 + z2

0 , (4.68)

where re defines the electron position at the moment of interaction with a laser pulse (t = 0)

in respect with the test electron and ∆r defines the photon location emitted by this electron

in respect with the reference photon. By keeping only linear terms of the Taylor’s series

expansion, one can immediately find:

r − ct = nx0(∆x− xe) + ny0(∆y − ye) + nz0(∆z − ze) , (4.69)
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where

nx0 =
x0√

x2
0 + y2

0 + z2
0

(4.70)

ny0 =
y0√

x2
0 + y2

0 + z2
0

(4.71)

nz0 =
z0√

x2
0 + y2

0 + z2
0

. (4.72)

These results were derived in the approximation that coordinates of both phase spaces are

of the same order, and |re|, |∆r| � z0. The additional condition, |xe|, |∆x| � |x0|, must be

satisfied if the observer is located off-axis (x0 6= 0) resulting in that second-order terms are

smaller than first order terms and can be neglected. Those are legitimate assumptions in

the far-field approximation. For the kx−component of SWF, we find:

nx
nz
kwz − kwx =

x0 + ∆x− xe
z0 + ∆z − ze

(kwz0 + ∆kwz)− (kwx0
+ ∆kwx) , (4.73)

where kwx0
and kwz0 are x− and z−component of the wave-vector of reference photon which

related to components of n according to:

kwx0

kwz0
=
nx0

nz0
=
x0

z0

. (4.74)

After linearizion one can find:

nx
nz
kwz − kwx =

kwz0
z0

(∆x− xe)−
kwz0
z0

x0

z0

(∆z − ze)−∆kwx +
x0

z0

∆kwz , (4.75)

which can be rewritten in a different form:

nx
nz
kwz − kwx =

kwz0
z0

[((
∆x− z0

∆kwx
kwz0

)
− xe

)
−nx0

nz0

((
∆z − z0

∆kwz
kwz0

)
− ze

)]
. (4.76)
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Similarly, ky−component of SWF becomes:

ny
nz
kwz−kwy =

kwz0
z0

[((
∆y − z0

∆kwy
kwz0

)
− ye

)
−ny0

nz0

((
∆z − z0

∆kwz
kwz0

)
− ze

)]
. (4.77)

The expression for kz−component of SWF is more complicated:

kwz/nz − krad =
kwz0

z0 (1− n0β0)
·

· [(nx0 − βx0) (∆x− xe) + (ny0 − βy0) (∆y − ye) +

(
nz0 − βz0 −

1− n0β0

nz0

)
(∆z − ze)

−z0

(
nx0

nz0
∆βx +

ny0

ny0

∆βy +
nz0
nz0

∆βz

)]
+

∆kwz
nz0

.

(4.78)

Arguments of the exponential functions in Equations (4.69, 4.76-4.78) are of the same kind,

ζph − ζe. However some of the vector components are missing, for instance, terms ∆kwx

and ∆kwx in (4.78). This is because these photon phase-space coordinates describe radiation

at the observer location, rather than at the source. The causality suggests to look for an

answer in the form of ζiph − ζe, where ζ
(i)
ph = D−1ζ

(f)
ph is 6D vector of photon phase space

at the source, and D−1 is the matrix of back-propagation in free space such that D−1[z0]=

D[−z0]. Absence of electron momentums in Equations (4.76 and 4.77) confirms this idea.
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The symplectic matrix of photon propagation in free space can be reconstructed form the

corresponding components of SWF22:

D[−z0] =



1 −
(
1− n2

x0

)
z0 0 nx0ny0z0 0 nx0nz0z0

0 1 0 0 0 0

0 nx0ny0z0 1 −
(
1− n2

y0

)
z0 0 ny0nz0z0

0 0 0 1 0 0

0 nx0nz0z0 1 ny0nz0z0 1 −
(
1− n2

y0

)
z0

0 0 0 0 0 1


(4.79)

The nonzero terms off the main-diagonal blocks appear due to the choice of the coordinate

system and disappear, if an observer is located on the z−axis resulting in nx0 = ny0 = 0.

The space-time interval in Eq. (4.69) is invariant under direct/inverse free-space propagation

of any length:

nx0∆x′ + ny0∆y′ + nz0∆z′ =

= nx0

(
∆x−

(
1− n2

x0

)
z0

∆kwx
kwz0

+ nx0ny0z0

∆kwy
kwz0

+nx0nz0z0
∆kwz
kwz0

)
+

+ ny0

(
∆y + nx0ny0z0

∆kwx
kwz0

−
(
1− n2

y0

)
z0

∆kwy
kwz0

+ny0nz0z0
∆kwz
kwz0

)
+

+ nz0

(
∆z + nx0nz0z0

∆kwx
kwz0

+ ny0nz0z0

∆kwy
kwz0

−
(
1− n2

z0

)
z0

∆kwz
kwz0

)
=

= nx0∆x+ ny0∆y + nz0∆z ,

(4.80)

where: [
−nx0

(
1− n2

x0

)
+ nx0n

2
y0

+ nx0n
2
z0

]
z0

∆kwx
kwz0

= 0 , (4.81)

22Same matrix can be directly derived from the linearization of the Hamiltonian dynamics of a photon in
free space.
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and coefficients in front of
∆kwy
kwz0

and ∆kwz
kwz0

disappear. Finally, one can rewrite the expression

in Eq. (4.78) in terms of photon phase space at the source using matrix in Eq. (4.79):

kwz/nz − krad =
kwz0

z0 (1− n0β0)
·

·
[
(nx0 − βx0)

(
∆xi − xe

)
+ (ny0 − βy0)

(
∆yi − ye

)
+ (nz0 − βz0)

(
∆zi − ze

)]
+

+
kwz0

(1− n0β0)

[(
(nx0 − βx0)

∆kwx
kwz0

− nx0

nz0
∆βx

)
+

(
(ny0 − βy0)

∆kwy
kwz0

− ny0

nz0
∆βy

)
+

(
(nz0 − βz0)

∆kwz
kwz0

− nz0
nz0

∆βz

)]
.

(4.82)

Derived coefficients between photon and electron momenta are different. For a reference elec-

tron propagating along the z−axis (βx0 = βy0 = 0) the multipliers in front of corresponding

transverse momenta are the same, while the coefficients in front of longitudinal momenta are

of the different order. This is because the frequency of the emitted radiation quadratically

depends on the electron Lorentz factor. Each bi-quadratic form of the SWF components can

be presented in a matrix form:

(a1x1 + a2x2 + ...+ anxn)2 = XTMAX , (4.83)

where XT = {x1, x2, ..., xn}, AT = {a1, a2, ..., an} and MA = AAT , while det[A] = 0.

Using this representation, we can rewrite each exponential function in a matrix form. Using

Eq. (4.69) and Eq. (4.80), the space-time term becomes:

(r − ct)2

σ2
rad

=
(
ζ iph − ζe

)T
Mt

(
ζ iph − ζe

)
, (4.84)



211

where

Mt =
1

σ2
rad



n2
x0

0 nx0ny0 0 nx0nz0 0

0 0 0 0 0 0

nx0ny0 0 n2
y0

0 ny0nz0 0

0 0 0 0 0 0

nx0nz0 0 ny0nz0 0 n2
z0

0

0 0 0 0 0 0


. (4.85)

Using (4.76), one can find for the kx−interval:

( nx
nz
kwz − kwx
δx

)2

=
(
ζ iph − ζe

)T
Mx

(
ζ iph − ζe

)
, (4.86)

where

Mx =
k2
wz0

δ2
xz

2
0



1 0 0 0
nx0

nz0
0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

nx0

nz0
0 0 0

n2
x0

n2
z0

0

0 0 0 0 0 0


. (4.87)

Using Eq.(4.77), one can find the corresponding ky−matrix:

My =
k2
wz0

δ2
yz

2
0



0 0 0 0 0 0

0 0 0 0 0 0

0 0 1 0
ny0
nz0

0

0 0 0 0 0 0

0 0
ny0
nz0

0
n2
y0

n2
z0

0

0 0 0 0 0 0


. (4.88)
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Due to mismatching coefficients between photon and electron phase space, we introduce an

effective coordinate system for electrons such that ζ ′e = Ωζe, where the transformation matrix

is:

Ω =



1 0 0 0 0 0

0
nx0

nz0 (nx0−βx0 )
0 0 0 0

0 0 1 0 0 0

0 0 0
ny0

nz0 (ny0−βy0 )
0 0

0 0 0 0 1 0

0 0 0 0 0
nz0

nz0 (nz0−βz0 )


. (4.89)

Using Eq. (4.82), we find for kz−term:

(
kwz/nz − krad

σkrad

)2

=
(
ζ iph − ζ ′e

)T
Mω

(
ζ iph − ζ ′e

)
, (4.90)

where:

Mω =

(
kwz0

z0 (1− n0β0)σkrad

)2

AωAω
T , (4.91)

Aω =



nx0 − βx0

z0(nx0 − βx0)

ny0 − βy0

z0(ny0 − βy0)

nz0 − βz0

z0(nz0 − βz0) .


. (4.92)
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All of the exponential functions can be combined together because matrices Mt, Mx, and

My are invariant under the introduced coordinate transformation described by Ω−matrix.

Thus, the single-electron Wigner function can be represented in a matrix form:

W1e = lim
δx,δy−→0

{
W1

πδxδy
e−(ζiph−ζ′e)TM0(ζiph−ζ′e)

}
, (4.93)

where M0 = Mt +Mx +My +Mω.

4.6.2 Convolution of the single-electron Wigner function with an

arbitrary electron distribution in 6D phase space

The Wigner function of radiation emitted by the electron bunch can be immediately

found in the integral form by directly putting the matrix form of SWF in Eq. (4.93) in the

convolution theorem in Eq. (4.63):

Wbeam = (
√
π)−6

√
det[Σ−1]

∫
W1e(ζe, ζph)e

−ζeTΣ−1ζed6ζe ,

= W1
1√
πδx

1√
πδy

(
√
π)−6

√
det[Σ−1]

∫
e−(ζ

(i)
ph−ζe)TM0(ζ

(i)
ph−ζe)e−ζe

TΣ−1ζed6ζe .

(4.94)

If the integrand can be represented in the following form:

e
−(ζ−ζe)TM(ζ−ζe)−X

[
M0, Σ−1, ζ

(i)
ph

]
, (4.95)

the integral in Eq. (4.94) can be evaluated in a matrix form:

∫
... = e

−X
[
M0, Σ−1, ζ

(i)
ph

] ∫
e−(ζe−ζ)TM(ζe−ζ)d6(ζe − ζ) = e

−X
[
M0, Σ−1, ζ

(i)
ph

]
(
√
π)6√

det[M ]
, (4.96)
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where det[M ] > 0 is the condition required for convergence. One can immediately find the

corresponding Wigner function:

Wbeam = W1
1√
πδx

1√
πδy

√
det[Σ−1]√
det[M ]

e
−X

[
M0, Σ−1, ζ

(i)
ph

]
(4.97)

Now, we only need to find X
[
M0, Σ−1, ζ

(i)
ph

]
and ζ

[
M0, Σ−1, ζ

(i)
ph

]
to satisfy the assumption

in Eq. (4.95), which is valid if the following is satisfied:

(ζ
(i)
ph − ζe)

TM0(ζ
(i)
ph − ζe) + ζe

TΣ−1ζe = (ζ − ζe)TM(ζ − ζe)−X . (4.98)

Since X and ζ
(i)
ph are independent from ζe, one can rewrite the condition in Eq. (4.98) as

four independent equations:

ζe
TMζe = M0ζe + ζe

TΣ−1ζe , (4.99)

ζe
TM0ζ

(i)
ph = ζe

TMζ , (4.100)

(ζ
(i)
ph)TM0ζe = ζTMζe , (4.101)

(ζ
(i)
ph)TM0ζ

(i)
ph = ζTMζ +X . (4.102)

Equation (4.99) should be valid for ∀ ζe, consequently:

ζe
T (M0 + Σ−1 −M)ζe = 0, , (4.103)

and one can immediately find the condition on M−matrix:

M = M0 + Σ−1 . (4.104)
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If matrix M−1 exists, which forces the condition det[M ] 6= 0, one can obtain from Equa-

tions (4.99 and 4.99):

ζ = M−1M0ζ
(i)
ph . (4.105)

Putting this result in Eq. (4.99), one can find X:

X = (ζ
(i)
ph)TM0ζ

(i)
ph − ζ

TMζ

= (ζ
(i)
ph)TM0ζ

(i)
ph − (ζ

(i)
ph)TM0(M−1MM−1)M0ζ

(i)
ph

= (ζ
(i)
ph)T (M0 −M0M

−1M0)ζ
(i)
ph ,

(4.106)

which justifies the assumption made in Eq. (4.95). Correspondingly, the total Wigner func-

tion becomes:

Wbeam = W1 · lim
δx,δy→0

{ √
det[Σ−1]

πδxδy
√

det[M ]
e−(ζ

(i)
ph)T (M0−M0M−1M0)ζ

(i)
ph

}
, (4.107)

where M = M0 + Σ−1 and det[M ] > 0. The limit should exist for any ζiph. In particular,

it should exist for ζiph=0, which means the expression before the exponent converges itself,

and defines the peak brightness of the source:

Bpeak = W1 · lim
δx,δy→0

{ √
det[Σ−1]

πδxδy
√

det[M ]

}
=

W1

π
√

det[Q0M0]Σ +Q0

, (4.108)
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where the introduced matrix Q0 should not have any singularities. In addition, three other

conditions should be satisfied:

Q0 = lim
δx,δy→0

{Q} , (4.109)

Q0M0 = lim
δx,δy→0

{Q ·M0} , (4.110)

det[Q] = (δxδy)
2 . (4.111)

The matrix Σi
ph = (M0 −M0M

−1M0)
−1

is a corresponding matrix of the second order mo-

mentums for the initial distribution of emitted photons at the source. The similar matrix at

the observer location defining the final distribution of photons in phase space can be found

as following:

Σf
ph = D

(
M0 −M0M

−1M0

)−1
DT . (4.112)

4.7 Peak Brightness for the on-axis observer

For the simple case when an observer is located on-axis, also known as the “undulator”

case, and an electron bunch traveling along the z-axis in the moment of interaction with the

incoming laser pulse, one can find for the peak brightness of the radiation, defined by the

maximum of the Wigner function23:

Bpeak ∼
[
σ2
xσ

2
y

(
σ2
z

σ2
rad

+ k2
radε

2
z

)]−1

. (4.113)

If emittances εx, εy and εz are fixed, one would have to squeeze the bunch in transverse

directions by increasing the corresponding divergences in order to maximize the peak bright-

23In this simple model we assume no correlation between the transverse and longitudinal phase spaces of
the electron beam.
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ness. This can be realized by a set of quadrupoles separated by drifts which would compress

the bunch simultaneously in x− and y−directions. Since krad ' 4γ2
0kzlas , σrad ' σz

4γ2
0

and

quasi-monochromatic approximation for the incoming radiation kradσz � 1, the longitudi-

nal emittance can dominate in the second term, if kradσz
∆γ
γ
� 1 (approximation of the

zero correlated energy spread). The regime dominated by the longitudinal bunch size would

be observed under the opposite condition. In latter case, the peak beak brightness can be

increased by applying a bunch compressor to the beam before interaction with a laser pulse.

4.8 Summary

In this Chapter we derived the 6-dimensional photon distribution of radiation emitted

by an electron bunch while interacting with an incoming laser pulse. The Wigner function

treatment was applied to characterize the produced radiation. First, we obtained the single-

electron Wigner function, where variable approximations for the laser pulse were considered,

such as continuous and time-limited plane-wave models. Alternatively, representing the in-

coming radiation as a superposition of plane waves produced the exact answer in the form

of a multi-dimensional integral. This solution can be implemented in future ICS codes for

an arbitrary-shaped laser pulse. In the Gaussian approximation of the laser pulse the single-

electron Wigner function was further evaluated and expressed in a form of a 1-dimensional

integral, where the integrand includes the special functions. Numerical integration of latter

result justified legitimacy of the time-limited plane wave approximation for some configura-

tions between the transverse and longitudinal sizes of the laser pulse. Further, the analytical

solution derived in this approximation were convoluted with a 6D Gaussian distribution

describing an electron bunch. The corresponding Wigner function characterizing radiation

generated by the electron bunch arbitrary-shaped in 6D phase space was found in a matrix
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form. Finally, the simple case for an on-axis observer was analyzed and conclusions how to

properly shape an uncorrelated electron bunch in order to maximize the peak brightness of

the emitted radiation were made. The detailed analysis of more complicated scenarios for

an off-axis observer and arbitrary-shaped electron bunch is a subject of the future research.



CHAPTER 5

CONCLUSION

5.1 Importance of this work for electron-beam-driven light

sources

An electron moving on a curved trajectory emits synchrotron radiation. All light sources

driven by an electron beam rely on this simple but important concept. The brightness

of an electron bunch is limited by space charge forces and other collective effects, such

as coherent synchrotron radiation, where the front of the beam interacts with a radiation

produced by the tail of the beam; LSC-induced microbunch instabilities, in which an electron

density noise present in the beam distribution can be amplified during propagation through

the accelerator, etc. Simply speaking, it is quite complicated to create an electron bunch

with all electrons having identical coordinates and velocity vectors, i.e. zero emittance

bunch. As a result, individual electrons moving on distinct trajectories emit different photons

compromising the brightness of all electron-driven light sources. For the last seventy years

since first synchrotron radiation was detected, the significant progress towards creating cold

electron beams and preserving their quality while accelerating to high energies have been

maid. The practical limitations on the longitudinal bunch size, the energy spread, transverse

and longitudinal emittances in order to reach high-brightness radiation in FELs have been

explored theoretically, numerically and experimentally. Satisfying these requirements often

relies on reshaping the beam phase space with a variety of available beam optics elements,

since its overall 6-dimensional emittance practically defined at the source.
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Phase-space manipulations in accelerators were initially applied individually for trans-

verse and longitudinal phase spaces. For instance, a sequence of quadrupole magnets sep-

arated by drifts (FODO-lattice) is used for maintaining a reasonable transverse beam size

while propagating in an accelerator. Shaping of the longitudinal phase space, in which the

correlated energy spread imposed on or removed from the bunch, can be accomplished via

an off-crest acceleration. Coupling of the transverse and longitudinal dynamics appeared to

be useful for compressing an electron bunch in a dispersive beamline, chicane, contained of

several bending magnets. A chicane relies on the principle that less energetic electrons travel

through it slower than their high-energy counterpart, while the transverse and longitudinal

beam dynamics are mixed in each bending magnet. The residual correlations in the trans-

verse and longitudinal phase spaces at the exit of the scheme are typically undesired since

it often results in the enlargement of corresponding emittances critical for the proper FEL-

lasing. The chicane-based compressors were followed by even more advanced beamlines such

as an emittance exchanger. This scheme intentionally mixes the transverse and longitudinal

phase spaces of the beam in order to rotate its 6-dimensional distribution and eventually

provide with an exchange. In this work, we push the limits of the advanced phase-space

manipulations even further, predominantly for the sake of a degradation-free bunch com-

pression. Short electron bunches are necessary to reach a high peak current which critically

affects FELs’ and ICS sources’ performance.

Chapter 2 discusses a new type of a bunch compressor based on two transverse-to-

longitudinal phase-space exchanges separated by transverse-optics elements. This scheme

relies on completely different operational principles rather than conventional chicane-based

bunch compressors. Therefore, it does not require upstream neither downstream energy-

phase corrections such of whose necessary for the proper operation of a chicane. Furthermore,

eliminating a chicane-type optics in the new compressor results in absence of the main am-

plification mechanism, chicane, driving the LCS-induced microbunching instabilities, which
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are one of the two major factors degrading the beam quality and diluting transverse and

longitudinal emittances. The second degradation factor, CSR effects, is mitigated by con-

structing a unique asymmetric beamline. The particular configuration of the scheme is found

using a fast multi-dimensional optimization driven by a novel extremum seeking algorithm.

Furthermore, it is demonstrated that the degradation of the longitudinal phase space due to

nonlinear and CSR effects can be completely suppressed by turning the corresponding beam

phase space around. This can be accomplished via proper transverse-optics insert in the mid-

dle of the scheme. The “mirrored” bunch additionally results in a partial compensation of the

transverse phase-space dilution, which can be further minimized using the nonlinear optics

elements (sextupoles). Overall, this results in a novel type of a bunch compressor capable to

substitute chicane-based compressors in the existing and future accelerators. Chapter 2 is

concluded with a complimentary emittance exchange technique requiring only two bending

magnets if accompanied by two deflecting cavities and series of quadrupole magnets. This

scheme might be of a big interest for the longitudinal beam shaping which would be ex-

tremely useful for advanced acceleration techniques such as dielectric or plasma wakefield

acceleration.

In Chapter 3 we describe a novel beamline for imposing/removing the energy chirp along

the bunch relying on the transverse-longitudinal mixing in transverse deflecting cavities sep-

arated by free-space propagation sections. Several realistic and ready-to-fit in the existing

linacs designs have been developed and provide with an efficient alternative to the conven-

tional technique based on the off-crest acceleration. The minimization of nonlinear effects at

the exit of designed beamlines is accomplished by optimization of the input Twiss parame-

ters and additionally by nonlinear optics elements (sextupoles). This results in the mutual

cancellation of the nonlinear effects along the beamline and the overall good-quality bunch

at the end. The proposed scheme is quite universal in an aspect of the beam energy and

consequently can be placed at any location along the accelerator beamline.
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Finally, the concept of the advanced phase-space manipulations is brought to the next

level in Chapter 4. Shaping the electron beam in corresponding 6-dimensional phase space

is discussed in an aspect of enhancing the peak brightness of an ICS source. The existing

theoretical models are not capable to predict how the brightness of an ICS source would

depend on the transverse-longitudinal correlations in phase space neither can suggest an

optimal 6-dimensional shape of the bunch in order to reach the highest possible brightness

if the overall 6D emittance is fixed. The novel approach is based on the Wigner function

treatment used to characterize emitted radiation, first by a single electron for different ap-

proximations of the upcoming laser pulse and then by an electron bunch. For the latter case

the Wigner function is found as a convolution of the single-electron Wigner function with an

arbitrary 6-dimensional Gaussian distribution corresponding to the arbitrary-shaped elec-

tron bunch. It provides with an analytical solution in a matrix form for the 6-dimensional

distribution of emitted photons in corresponding phase space. These theoretical results can

be used to dramatically enhance the brightness of an ICS source by finding an optimal shape

and constructing it using a variety of available beam optics elements.

5.2 Discussion

In the final section of the dissertation we speculate about next potential steps which

can be made based of the results of this work. First, we emphasize that the experimental

realization of the proposed schemes, in particular an alternative emittance exchanger, TDC-

based chirper and dechirper, and a double emittance exchanger, would be very interesting

to accomplish. In addition, the multi-dimensional ES algorithm and the eigen-emittance

analysis can be applied for the start-to-end optimization of FELs’ brightness and performance
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of its structural components. Furthermore, it is extremely tempting to apply this approach

for the feedback-aided electron beam diagnostics1.

Speaking of the novel 6-dimensional theory for an ICS source, there are many potential

directions for the future work. First, the electron beam shaping for enhancing the bright-

ness of emitted radiation should be precisely investigated. Second, the developed theory

opens up the possibility for complete non-invasive electron beam diagnostics via analyzing

photon distribution of produced radiation in the corresponding 6-dimensional phase space.

This requires further theoretical and experimental work in the field of optical diagnostics.

The developed theory for an ICS source can be extended numerically to consider higher

orders correlations in phase space. This can become a novel simulation tool for ICS sources.

Furthermore, it will be interesting to include effects of interaction with radiation when am-

plitude of the upcoming laser pulse is large. Adding quantum effects to the existing theory is

also tempting. Finally, it will be extremely interesting and challenging to develop a similar

analytical approach accounting for correlations in electron phase space for the free electron

lasers. Although it might be impossible to accomplish this strictly from the theoretical per-

spective, we are convinced that the optimum shape of the electron beam phase space for

an FEL can be found as a combination of both the theory in approximation of incoher-

ent undulator radiation and powerful simulation tools, such as FEL code Genesis by Sven

Reiche [116].

1In private communications with A. Scheinker



REFERENCES

[1] W. Crookes, “On the illumination of lines of molecular pressure, and the trajectory of

molecule,” Phil. Trans. 170 135, doi:10.1098/rstl.1879.0065 (1878).

[2] R. Glocker and H. Schreiber, Annalen der Physik. 85, 1089 (1928) (in German).

[3] H.W. Koch and J.W. Motz, “Bremsstrahlung Cross-Section Formulas and Related

Data,” Rev. Mod. Phys. 31, 920 (1959).

[4] J.A. Wheeler and W.E. Lamb, “Influence of Atomic Electrons on Radiation and Pair

Production,” Phys. Rev. 55, 858 (1939); Erratum Phys. Rev. 101, 1836 (1956).

[5] J. Joseph and F. Rohrlich, “Pair Production and Bremsstrahlung in the Field of Free

and Bound Electrons,” Rev. Mod. Phys. 30, 354 (1958).

[6] R. C. Stabler, “Low-energy Electron-electron Bremsstrahlung,” Nature 206, 922 (1965).

[7] 7R. Giacconi, “Nobel Lecture: The dawn of X-ray astronomy,” Rev. Mod. Phys. 14 (3),

995 (2003).

[8] J. Larmor, “On a Dynamical Theory of the Electric and Luminiferous Medium, Part 3,

Relations with material media,” Philosophical Transactions of the Royal Society 190,

205 (1897).

[9] A.L. Robinson, “History of Synchrotron Radiation sources,” X-ray Data Booklet, LBNL

(2009).
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[20] P. Schmöser, M. Dohlus, J. Rossbach, C. Behrens, “Free-Electron Lasers in the Ultra-

violet and X-Ray Regime,” Second Edition, Springer Tracts in Modern Physics 258,

ISSN 0081-3869, Hamburg (October 2013).

[21] G.R. Gordon (1959). “The LASER, Light Amplification by Stimulated Emission of

Radiation,” The Ann Arbor Conference on Optical Pumping, 128, (1959).

[22] J.M.J. Madey, “Stimulated emission of bremsstrahlung in a periodic magnetic field, J.

Appl. Phys. 42, 1906 (1971).



226

[23] L.R. Elias et al., “Observation of stimulated emission of radiation by relativistic elec-

trons in a spatially periodic transverse magnetic field,” Phys. Rev. Lett. 36, 717 (1976).

[24] D.A.G. Deacon et al., “First operation of a free-electron laser,” Phys. Rev. Lett. 38, 892

(1977).

[25] A.W. Chao and M. Tigner, “Handbook of Accelerator Physics and Engineering,” Second

Printing, World Scientific, Singapore (2002).

[26] J.D. Lawson, P.M. Lapostolle and R.L. Glukstern, “Emittance, Entropy and Informa-

tion,” Part. Acc. 5, 61 (1973).

[27] T.R. Mazur, B. Klappauf and M.G. Raizen,“Demonstration of magnetically activated

and guided isotope separation,” Nat. phys. 10, 601 (2014).

[28] C.J. Trahan and R.E. Wyatt, “Evolution of classical and quantum phase-space distri-

butions: A new trajectory approach for phase space hydrodynamics,” The Journal of

Chemical Physics 119, 7017 (2003).

[29] M.V. Berry, “Evolution of semiclassical quantum states in phase space,” J. of Phys. A:

Mathematical and General 12 (5), 625 (1979).

[30] L.D. Landau, E.M. Lifshitz, “Mechanics,” Butterworth-Heinemann, (1976).

[31] Wolfram Research, Inc., Mathematica, Version 11.3, Champaign, IL (2018).

[32] MATLAB, The MathWorks, Inc., Natick, Massachusetts, United States (2014).

[33] J.H. Billen and L. Young. ”Parmela Users Manual,” LA-UR-96-1835 (1996).

[34] K. Floettmann, ASTRA User’s Manual, 2000, www.desy.de/ mpyflo/Astra dokumenta-

tion/



227

[35] Ginger

[36] M.J. de Loos and S.B. van der Geer,“General Particle Tracer: a New 3D Code for

Accelerator and Beam Line Design,” Proc. 5th European Part. Accel. Conf., Sitges,

Barcelona, 1241 (1996).

[37] M. Borland, “Elegant: A flexible sdds-compliant code for accelerator simulation,” Ad-

vanced Photon Source, LS-287 (2000).

[38] M. Borland and T. Berenc, “Users Manual for elegant,” http://ops.aps.anl.gov/ manu-

als/elegant latest/elegant.html (2018).

[39] Z. Huang et al,“Suppression of microbunching instability in the linac coherent light

source,” Phys. Rev. ST Accel. Beams 7, 074401 (2004).

[40] A. Xiao et al., “Direct space-charge calculation in ELEGANT and its application to the

ILC damping ring,” FERMILAB-CONF-07-702-AD (2007).

[41] E.L. Saldin, E.A. Schneidmiller and M.V. Yurkov, “Klystron instability of a relativistic

electron beam in a bunch compressor,” Nucl. Instrum. Methods Phys. Res., Sect. A

490, 1 (2002).

[42] B.E. Carlsten and T.O. Raubenheimer, “Emittance growth of bunched beams in bends,”

Phys. Rev. E 51, 1453 (1995).

[43] J.D. Jackson, “Classical Electrodynamics”, Second Edition, Wiley, New York (1975).

[44] Ya.S. Derbenev, J. Rossbach, E.L. Saldin, V.D. Shiltsev, “Microbunch Radiative Tail-

Head Interaction,” TESLA-FEL 95-05 (1995).



228

[45] E.L. Saldin, E.A. Schneidmiller and M.V. Yurkov, “On the coherent radiation of an

electron bunch moving in arc of a circle,” Nucl. Instrum. Methods Phys. Res., Sect. A

398, 373 (1997).

[46] M. Borland, “Simple method for particle tracking with coherent synchrotron radiation,”

Phys. Rev. ST Accel. Beams 4, 070701 (2001).

[47] G. Stupakov and P. Emma, SLAC, LCLS-TN-01-12 (2001).

[48] M. Dohlus and T. Limberg, “CSRtrack Version 1.2 Users Manual,”

http://www.desy.de/fel-beam/csrtrack/files/CSRtrack User Guide (actual).pdf (2012).

[49] M. Dohlus, “Two Methods for the Calculation of CSR Fields,” TESLA-FEL-2003-05

(2003).

[50] M. Dohlus, A. Kabel, T. Limberg, “Efficient Field Calculation of 3D Bunches on General

Trajectories,” Nucl. Instrum. Methods Phys. Res., Sect. A 445, 338 (2000).

[51] P. Emma et al, “First lasing and operation of an ångstrom-wavelength free-electron
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